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Introduct ion 

i This i s  the  F ina l  Report on Contract NAS2-3637, Yoding  System 

Work reported i n  d e t a i l  i n  ear l ier  Design f o r  Advanced So la r  Missions.'1 

r epor t s  i s  summarized i n  the  following sec t ion ;  t h a t  done on t h i s  phase 

of t h e  cont rac t  i s  then summarized i n  the  next s ec t ion ,  with d e t a i l e d  

r e s u l t s  appearing i n  th ree  appendices. 

Summary o f  Earlier Reports 

Shor t ly  a f t e r  the  beginning of  t h i s  con t r ac t ,  Ames  c a r r i e d  out 
in-house s imulat ions which showed t h a t  e f f i c i e n c i e s  pred ic ted  t h e o r e t i -  

c a l l y  f o r  sequent ia l  decoding schemes [Phase I1 Report, Appendix A ,  19661 

could be la rge ly  obtained with a r e l a t i v e l y  simply implemented code [In- 

terim Report, 19661. 

schemes showed s i g n i f i c a n t l y  i n f e r i o r  (2-3 db) performance, with no imple- 

mentation advantage, Ames quickly focused a l l  e f f o r t  on sequent ia l  decod- 

ing  and pressed toward i t s  implementation on fu tu re  Pioneer spacecraf t .  

In previous repor t s  [ In te r im Report, 1966, and Second Inter im Report, 

19671 we described our  contr ibut ions t o  t h i s  e f f o r t ,  which mainly con- 

s i s t e d  of  d e t a i l e d  support  i n  c e r t a i n  areas f o r  t he  c e n t r a l  development a t  

A m e s .  Besides t h e  OED s imulators ,  we wrote e f f i c i e n t  machine language de- 

coding programs f o r  t h e  SDS 910-920 and the  IBM 7094; the  p r inc ip l e s  were 

descr ibed i n  the  Inter im Report, while t h e  SDS program was flow-charted 

and l i s t e d  i n  t h e  Second Inter im Report. 

t o  be s u i t a b l e  f o r  incorporat ion i n t o  t h e  spacecraf t  was designed and 

breadboarded. In the  Second Interim Report, we suggested poss ib le  ap- 

proaches t o  the  problems of  input/output and t iming synchronization, and 

e r r o r  de tec t ion .  

of  small general-purpose computers, i n  o rde r  t o  compare t h e  speeds which 

could be obtained. 

purpose sequent ia l  decoder for thb Pioneer appl ica t ion ,  t o  determine t h e  

maximum e a s i l y  a t t a i n a b l e  computation speed (1  ps) and cos t  ($10,000 f o r  

materials). 

A s  simulations o f  the  bes t  of  t he  competit ive OED 

A convolutional encoder intended 

We wrote b a s i c  machine language programs f o r  a number 

F ina l ly ,  we did a d e t a i l e d  paper design o f  a spec ia l -  
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Summary of Recent Studies 

In the final phase of Contract NAS2-3637, which is the subject 
of this report, we shifted our vision to the more distant future. We 
assume that minimizing the power required to support a given bit rate 
will continue to be the principal goal of the communications system 
designer; we also assume that the error probability required will become 
lower and lower as more and more data reduction is performed on board. 
In the present study, we also have assumed the feasibility of coherent 
demodulation, which today would imply data rates of more than 10-100 bps, 
and have therefore been able to assume the applicability of the ideal 
white gaussian noise channel model. 

Under these conditions, sequential decoding schemes seem to be 
capable of approaching the theoretically determined optimal efficiency 
to within about a factor of 2 ,  with an arbitrarily low undetected error 
probability. Practically speaking, such schemes can be made about 3-4 
db from optimum. 
such as relatively simple on-board equipment, simple (PSK) modulation and 
demodulation, moderate decoding requirements (much of which can be o f f -  

line), and occurrence of errors in distinct clusters (frames), effectively 
all of which can be detected. 
decoding schemes will be the standard for some time to come. 

Combined with this performance are systems advantages, 

It therefore seems likely that sequential 

However, that 3 db of inefficiency remains, and the question 
arisesofwhether it is possible to improve on the performance of sequen- 
tial decoding by going to some more complicated scheme. 
we feel, will very likely be some elaboration of sequential decoding, in 
which the additional complication serves to modify the sequential 
decoder's computational behavior, which is its fundamental limitation. 
A particular example of such a scheme is already known-called by us 
'concatenation with sequential decoding', and by Falconer [19672 , who 
studied the scheme in his doctoral thesis, 'hybrid sequential and alge- 
braic'. 
close to optimum efficiency as desired, and in fact to exhibit a scheme 
which approaches within about 1 db of optimum without outrageous complexity 
[Phase I1 Report, Appendix E, 19661. In the presence of an urgent require- 

Such a scheme, 

It is easy to show that in principle concatenation can allow as . a 



-3- 
4 

. ment, one could proceed to implement such a scheme today; all the major 
elements are well understood, and the principal task would be to settle 
on specific strategies and parameters and evaluate complexity and per- 
formance in detail. 

In the work reported here, we have taken a more leisurely approach, 
in an attempt to understand better what is going on, and perhaps to develop 
a simpler scheme that the above, which seems in many respects brute force 
and inelegant. 
Appendices A, B and C. First, we have reviewed the fundamental causes of 
the decoding behavior of a general class of decoders for convolutional 
codes, which includes sequential decoders as a typical subclass, and have 
developed new understanding about the cause of the computational distribution, 
the character of significant noisebursts and the resulting error patterns, 
and the effects of finite constraint length. 
results in the development of a point of view about concatenation schemes, 
and have used this point of view to develop a number of classes of different 
schemes and to predict the most important aspects of their computational 
behavior. Third, we have succeeded in substantially validating this point 
of view by simulating a few simple concatenation schemes and comparing the 
observed performance with predictions. 

Our work consisted of three principal parts, reported in 

- 
Second, we have used these 

Appendix A is actually a rather complete review of what is known 
about the performance of random tree codes (a convolutional-like code 
suitable for analysis) with optimum decoders, a class into which sequential 
decoders apparently fall. It contains: 

1. Upper and lower bounds on the performance of tree codes, and 
asymptotically exact expressions for the performance of random tree codes at 
all rates. 

2 .  A demonstration that, when converted into block codes, random 
tree codes equal the performance of random block codes and are therefore 
optimum block codes at high rates. 

3 .  A demonstration that an optimum (maximum likelihood) decoder 
for a tree code can be significantly simpler than that required for a 
block code whichhasthe same performance, and thus that in a fundamental 
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sense tree codes are better than block codes. 

4 .  A discussion of the character of error patterns with finite 
constraint length codes, and of the noise bursts which cause them, showing 
that for large constraint lengths a single type of pattern becomes dominant. 

f 

5 .  An optimum, variable-computation decoding algorithm for 
large constraint length codes which exhibits a Pareto computational dis- 
tribution and illustrates the causes thereof. 

6 .  A consideration of the close connection between the event 
of decoding error with finite constraint length codes and the event of 
computational overflow. 

7 .  An heuristic estimate of the computational distribution to 
be expected with sequential decoding of finite constraint length codes. 

8. Suggestions for sequential decoder operation, including 
moderate constraint lengths and automatic resynchronization. 

Appendix B depends primarily upon the observation in 4 ,  above, 
and shows how it may be used to predict the most important parameter of 
concatenation-type schemes, the overall Pareto exponent. Appendix B con- 
tains : 

1. Justification for considering only a single type of noise 
pattern in analyzing computational probabilities. 

2 .  A number of different concatenation-type schemes, with 
analysis of the Pareto exponent and rate loss of each. 
the rate loss can be made to approach zero while the Pareto exponent 
of the concatenated scheme remains at some fixed multiple of the original 
Pareto exponent. 

In every case 

Finally, some simulations intended to verify the analysis 
techniques of Appendix B and yield quantitative indications of the results 
to be expected are reported in Appendix C. It contains: . 

1. Descriptions of the basic sequential decoding schemes simu- 
lated, and of two simple concatenation-type schemes. 
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. 2 .  Computational distributions and error probabilities obtained 
with these schemes in miiiion-bit runs at varying Pareto exponents and 

constraint lengths. 

3 .  ~2 assertion that the analysis techniques of Appendix B and 
the finite constraint length predictions of Appendix A seem substantially 
valid, and consideration of some discrepancies. 

4. A quantitative estimate of the Pareto distribution coefficient, 
and, assuming its validity, a comparison of the decoder parameters required 
to achieve certain efficiencies with and without concatenation. 

In conclusion, what we now have is a good basic understanding of 
sequential decoders, and the ability to predict fairly accurately the most 
important features of the performance and complexity of proposed schemes. 
What we do not have is an elegant, economical scheme with a large exponent 
multiplier (performance improvement vis-a-vis ordinary sequential decoding); 
at the moment we must be content with elaboration of the basic concatena- 
tion scheme described above. 
schemes with their moderate improvement, we also do not have the quanti- 
tative results about any particular scheme which would be necessary to 
proceed to implementation. Our recommendations would be to proceed on 
these two fronts, with the distribution of effort between them depending 
on the urgency of actually developing concatenation schemes for practical 
application. 

With the exception of backwards-forwards 
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APPENDIX A 

REVIEW OF RANDOM TREE CODES 

Introduction 

The use of  convolutional codes with sequent ia l  decoding i s  becoming 

the  standard method o f  obtaining t h e  most e f f i c i e n t  communication on mem- 
o ry l e s s  channels. Extensive analyses preceded t h i s  use,  i n  a r a t h e r  rare 
example of communication theory in sp i r ing  a p r a c t i c a l  appl ica t ion .  

analyses have p r inc ipa l ly  d e a l t  with the  Fano algorithm f o r  sequent ia l  

decoding, and with a type of t r e e  code c a l l e d  a random t r e e  code, t o  be 

introduced below; s imulat ions have confirmed t h a t  the  r e s u l t s  of  t hese  

analyses are q u a l i t a t i v e l y  accurate  when appl ied t o  convolutional codes, 

which a r e  the t r e e  codes of p r a c t i c a l  i n t e r e s t .  

The 

Two important recent  papers by Vi te rb i  (1967) and Jacobs and 

Berlekamp (1967) have suggested t h a t  the  pred ic ted  and observed perform- 

ance o f  sequent ia l  decoding i s  p r inc ipa l ly  due t o  t h e  s t r u c t u r e  of  t h e  

random t r e e  codes themselves, and would be observed with any of  a broad 

c l a s s  o f  decoding algorithms. 

p rope r t i e s  of random t r e e  codes which depend on a minimum of  assumptions 

about the  decoding process;  t h i s  study s h a l l  be t h e  subjec t  of  t h i s  ap- 

pendix. 

We a r e  the re fo re  motivated t o  study t h e  

The most important r e s u l t s  reported here  are contained i n  the  two 

What we have done i s  t o  extend these  e a r l i e r  papers referenced above. 

r e s u l t s  i n  some d i r ec t ions  and t r y  t o  draw out  some o f  t h e i r  i n t r igu ing  

consequences. 

and t h e i r  performance with maximum l ikel ihood decoding, obtaining exact  

r e s u l t s  for  t h e  e r r o r  p robab i l i t y  a t  a l l  rates. 
with t h e  r e s u l t s  obtained f o r  sequent ia l  decoding and with a bound on 

t h e  bes t  poss ib le  performance a t ' h igh  rates. 
l ihood decoding algorithm which has i n  many r e spec t s  t h e  same type of 

decoding complexity as sequent ia l  decoding, namely the  Vi te rb i  algorithm, 

and by various modifications show t h a t  t he  correspondence may be made 

We examine minutely the  s t r u c t u r e  o f  random t r e e  codes 

These r e s u l t s  agree 

We exhib i t  a maximum l i k e -  
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almost exact ,  a t  least  a t  high r a t e s  and i n  t h e  asymptotic l i m i t .  From 

thp r e s u l t s  &tained, we m9I.s A..U*\w a b V b , I a A  c s * r - - n l  2Ug;1;C3L;Ul lS  - - - - - - -&-  --- zbout how t o  use sequen- 
t i a l  decoding which are a t  variance with conventional p r a c t i c e .  

hope by our  analyses t o  have provided addi t iona l  i n s igh t  i n t o  how and why 

sequen t i a l  decoding works as it does, so  t h a t  we can judge t h e  e f f e c t s  

of poss ib l e  modif icat ions,  and in to  what f a c t o r s  are responsible  f o r  i t s  
l i m i t a t i o n s ,  s o  t h a t  w e  can perhaps surmount them, 

We a l s o  

Though providing i n s i g h t  i n t o  sequent ia l  decoding is  our  p r inc ipa l  

goal ,  we develop some i n t e r e s t i n g  subs id ia ry  r e s u l t s .  We show exac t ly  

how t r e e  codes a r e  b e t t e r  than block codes by showing t h a t ,  when made i n t o  

block codes, tree codes give j u s t  as good performance, bu t  admit less com- 

p l ex  decoding algori thms,  while when used n a t u r a l l y  as t ree  codes, they 

give b e t t e r  performance a t  t h e  same r a t e s .  We show t h a t  t h i s  s u p e r i o r i t y  

depends on suspending f i n a l  decoding decis ions f o r  much longer than a 

cons t r a in t  length and i s  therefore  not  obtained with decoders which make 

dec is ions  on t h e  basis o f  a s ing le  cons t r a in t  l ength ;  we estimate what 

t h e  e f f e c t i v e  decoding cons t r a in t  length must be  i f  optimum performance 

is not  t o  be  degraded. 

around a typical length which depends on ra te ,  t h e  c l u s t e r i n g  becoming 

more pronounced with increas ing  cons t ra in t  length.  F ina l ly ,  we give a 
modif icat ion of t h e  Vi t e rb i  algorithm s u i t a b l e  f o r  a t ree  code which i s  

not resynchronized with a known cons t ra in t  length o f  information symbols. 

Before g e t t i n g  i n t o  the  body of  t h e  paper,  we e s t a b l i s h  some de f in i -  

We show that  most decoding e r r o r  runs c l u s t e r  

t i o n s  and review pe r t inen t  block code r e s u l t s .  

codes, show how they may be made in to  block codes, and d iscuss  t h e  rela- 

t i onsh ips  between t h e i r  performances which necessa r i ly  r e s u l t .  We spend 

some time with t h e  concept of merging, which i s  c e n t r a l  t o  t h e  under- 

s tanding  of t ree  codes, and introduce a va r i an t  o f  t h e  t ree  p i c t u r e ,  

c a l l e d  a t r e l l i s .  
determining t h e i r  e r r o r  p robab i l i t y  with maximum l ike l ihood decoding; we 

then d iscuss  t h e  charac te r  o f  t yp ica l  e r r o r  p a t t e r n s .  The Vi t e rb i  a l -  
gorithm i s  introduced and shown t o  be equivalent  t o  maximum l ike l ihood 

decoding and the re fo re  optimum. Variants of t h e  Viterbi a lgori thm in-  

volving changes i n  t h e  decoding cons t ra in t  length are presented,  leading 

We then introduce t ree  

We proceed t o  def ine and analyze random t r ee  codes, 

* 
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t o  a scheme very s i m i l a r  i n  behavior t o  sequent ia l  decoding. 

t he  r e s u l t s  o f  Jacobs and Berlekamp t o  e s t a b l i s h  t h e  c lose  connection 

between the  event of bu f fe r  overflow with an i n f i n i t e  cons t r a in t  length 

code with the event of decoding e r r o r  with a f i n i t e  cons t r a in t  length 

code. We consequently suggest t h a t  it may be p r o f i t a b l e  t o  match t h e  

code cons t ra in t  length t o  sequent ia l  decoder bu f fe r  s ize  i n  order  t o  mini- 

mize  output e r r o r  p robab i l i t y ;  w e  es t imate  t h e  computational d i s t r i b u t i o n  

of a f i n i t e  cons t r a in t  length sequent ia l  decoder, and suggest t h a t  bu f fe r  

overflows may be made r a r e  without gross e f f e c t  on the  over -a l l  e r r o r  

p robab i l i t y .  

using an unterminated t r e e  code with the  Vi te rb i  algorithm, and suggest 

t h a t  t he  same may be t r u e  with sequent ia l  decoders. 

We review 

Fina l ly ,  we show t h a t  t he re  a r e  no fundamental problems i n  

Asymptotic Equivalence 

We s h a l l  m o s t l y  be in t e re s t ed  i n  expressions which a r e  v a l i d  when 

the  cons t ra in t  length or some o ther  quant i ty  becomes very la rge .  I t  w i l l  

be convenient t o  introduce nota t ion  f o r  e q u a l i t i e s  and i n e q u a l i t i e s  v a l i d  

i n  t h i s  asymptotic range. 

and l e t  P be the  quant i ty  we a re  i n t e r e s t e d  i n .  

t i c a l l y  equal t o  A-E i f  f o r  any C 7 0 t h e r e  i s  some value of  A s u f f i -  

c i e n t l y  large t h a t  

Let A be the  quant i ty  t h a t  i s  becoming l a rge ,  

P i s  s a i d  t o  be asympto- 

E is  ca l l ed  t h e  exponent of  P ,  where the  quant i ty  A t o  which t h i s  expo- 

nent has reference w i l l  be c l e a r  from the  context .  We introduce t h e  nota- 

t i o n :  
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Simi lar ly ,  we say t h a t  P is  asymptotically l e s s  than o r  g rea t e r  than A-E 

if one o r  t he  o the r  of t he  inequa l i t i e s  i n  (1) hnlris, and i n t r n d i ~ m  the 

not  a t ion  

then ,  f o r  example, we can write b r i e f l y  

Some Useful Quant i t ies  

We now introduce Gal lager 's  (1965) E o ( ?  ) funct ion,  which appears 

repeatedly i n  the  ana lys i s  of codes on the  d i s c r e t e  memoryless channel. 

Let t he  channel be defined by i t s  input alphabet xk, i ts  output alphabet 

y j ,  and the  t r a n s i t i o n  probabi l i ty  matrix p 

t h a t  i f  x is s e n t ,  y w i l l  be received. Define a l s o  an input d i s t r i b u -  

t i o n  pk, t o  be thought of  as t h e  p r o b a b i l i t i e s  o f  t h e  input l e t t e r s  xk. 
Then Gal lager 's  funct ion i s  defined as  

giving the  p r o b a b i l i t i e s  
jk 

k j 

We s h a l l  f i nd  t h a t  many results can be conveniently expressed i n  

terms of t h e  family of  funct ions T ( R ) ,  defined by T 

where R i s  t o  be thought of as a code r a t e .  
is  a s t r a i g h t  l i n e  of s lope - 9 , which equals Eo( f ) when R=O and which 

equals 0 a t  R=R , where R i s  defined by 

As a funct ion of  R,  T (R) f 

f 9 
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rms of R we can rewrite (6) as Y 

Gallager (1965) has shown that Eo( 9 ) in 
tonically with 9 .  

re ses and R d 9 re 

(7)  

(8) 

mon 

Figure 1 illustrates a typical set of T 9 cR) for J 1/2> 
2, and 1/E . The channel used for illustration is 

Figure 1. Typical T (R) (Very Noisy Channel) f 
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t he  very noisy channel of capacity C ,  for which 

Fina l ly ,  t he  sphere-packing exponent E (R) is defined a s  the  upper 
SP 

envelope of  a l l  the  funct ions T (R): 9 

Gallager  has shown t h a t  t h e  sphere-packing exponent can be wr i t t en  para- 

me t r i ca l ly  i n  terms o f  9 as 

where E ' (  ) is t h e  de r iva t ive  of Eo( 9 ) with respect  t o  f . 
0 

Some of  t hese  q u a n t i t i e s  appear s u f f i c i e n t l y  f requent ly  t o  be given 

s p e c i a l  names. The most important a r e  the  channel capaci ty  C,  t h e  compu- 

t a t i o n a l  cu tof f  rate Rcomp, and the c r i t i c a l  r a t e  Rcrit, defined by 

C = EA(0) = R(0) = Ro; 

Rcomp = R1; 

R c r i t  = EA(1) = R ( 1 ) .  

Block Code Results 

A block code o f  length N and r a t e  R ( i n  u n i t s  of  na t s )  f o r  a d i s -  

c r e t e  memoryless channel is defined as any c o l l e c t i o n  of  M = exp NR se -  

quences of N input  let ters,  ca l led  the  code words, xm. 

A received word y i s  any sequence o f  N output l e t t e r s .  

algorithm is  any procedure f o r  assigning a code word xm t o  each received 

A decoding 
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sequence; a decoding e r r o r  occurs whenever t h e  code word s o  chosen i s  

not  t h e  one ac tua l ly  t ransmi t ted .  

shown (1967) t h a t  fo r  N s u f f i c i e n t l y  l a rge  a l l  block codes o f  rate R have 

p r o b a b i l i t y  o f  e r r o r  Pr( E ) bounded by 

Shannon, Gal lager ,  and Berlekamp have 

where 

1 1 i s  def ined by 
where f x  

and Eo( f ), T 
t i o n  by (S), (6) ,  ( l o ) ,  and (11). A typical E (R) curve appears i n  

Figure 2 .  

(R), ESp(R),  and R (  p ) are def ined i n  t h e  previous sec- 

opt 

A l i s t -o f -L  decoding algorithm f o r  a block code is  one i n  which L 

code words xm are assigned by t h e  decoding algorithm t o  each received 

word y; a l is t  decoding e r r o r  occurs whenever t h e  t ransmi t ted  word is 
not  on t h e  list. Shannon, Gallager,  and Berlekamp (1967) a l s o  show t h a t  

i f  

L I exp NRL, 
I 

where R i s  t h e  l i s t  r a t e ,  then L 
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Figure 2 .  Important Exponents 

E (R) : Sphere-iacking Exponent 

E ( R ) :  Best Possible Block Code Error Exponent 

E(R) : Error Exponent for Random Block Codes. 

SP 

opt 
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Comparison of (17) with (13) and (14) shows t h a t  (17) is somewhat weaker 

when L = 1 and R I .  R( f x ) .  
here  i s  i l l u s t r a t e d  i n  Figure 2 .  

The sphere-packing exponent which appears 

The above bounds give limits on how well one can do with any code 

and decoding algorithm. 

coding meet t hese  l i m i t s  a t  t h e  h igher  code rates.  

i s  one i n  which t h e  input  l e t te rs  o f  t h e  var ious  code words are picked 

from a random ensemble i n  such a way t h a t :  

Random block codes with maximum l ike l ihood  de- 

A random block code 

1. The p robab i l i t y  t h a t  xk appears i n  any p o s i t i o n  o f  any code word 

i s  p k J  where t h e  pk represent  t h e  input  d i s t r i b u t i o n .  

The p robab i l i t y  t h a t  xk appears i n  any p o s i t i o n  o f  any code 

word, given t h e  input  l e t t e r s  which appear i n  t h a t  p o s i t i o n  i n  

any combination of  o the r  code words, i s  pk. 

The p robab i l i t y  t h a t  xk appears i n  any p o s i t i o n  o f  any code 

word, given the  input  l e t t e r s  which appear i n  any combination 

of  o t h e r  pos i t i ons  i n  any combination o f  o the r  code words, i s  

p k '  

2. 

3. 

These conditions can be met, f o r  example, by choosing each o f  t h e  N 

l e t t e r s  o f  each o f  t h e  M code words independently and a t  random from an 

ensemble i n  which the  p robab i l i t y  o f  picking xk is  pk. 

$s igns  t o  a received word y t h a t  code word x f o r  which t h e  p r o b a b i l i t y  of  

y given xmJ Pr(y 1 x ) ,  is  maximum; a maximum l ike l ihood decoder minimizes 

t h e  p robab i l i t y  of  e r r o r  i f  t h e  code words are equal ly  l i k e l y ,  as can 

genera l ly  be assumed. 

Next, a decoding algorithm i s  c a l l e d  maximum l ike l ihood i f  it as- 

m 
m 

For random block codes with maximum l ike l ihood decoding, Gal lager  

(1965) proved t h a t  t h e  p robab i l i t y  of e r r o r  i s  asymptot ical ly  equal  t o  

. 
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where 

[Actually,  Gallager only proved 5 , but t h e  converse i s  e a s i l y  shown by 

the  methods of  Shannon, Gallager and Berlekamp (1967).] A t y p i c a l  E(R) 

curve i s  i l l u s t r a t e d  i n  Figure 2 .  It  i s  c l e a r  t h a t  above R(l)  = Rcrit ,  

s o  t h a t  i n  t h i s  range t h e  random block code i s  asymptotically optimum. 

Gal lager  ' s proof ac tua l ly  requires  somewhat weaker condi t ions on t h e  

random code than were s t a t e d  above. 

replaced by the  following Condition 2' (pairwise independence): 

In  p a r t i c u l a r ,  Condition 2 may be 

2 ' .  The p robab i l i t y  t h a t  xk appears i n  any pos i t i on  of  any code 

word, given the  input  l e t t e r  which appears i n  t h a t  pos i t i on  i n  any o the r  

code word, i s  p k' 
That t h i s  weaker condi t ion i s  permissible  w i l l  be important i n  t h e  

ana lys i s  of random t r e e  codes, as was pointed out  by Vi te rb i .  

Decoding Complexity 

With maximum l ikel ihood decoding, t he  decoding complexity G is  pro- 
po r t iona l  t o  the  t o t a l  number of code words M = exp NR,  i f  t h e  l ikel ihood 

f o r  each code word must be computed. Cer ta in ly  asymptot ical ly  

We can the re fo re  express t h e  random block code e r r o r  p robab i l i t y ,  f o r  

example, i n  terms of  t h e  decoding complexity G as 
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by subs t i t u t ion  of (21) i n  (18).  

creases  exponentially with block length,  it decreases only a lgeb ra i ca l ly  

with the  decoding complexity, with complexity exponent E ( R ) / R .  

Thus while t h e  e r r o r  p r o b a b i l i t y  de- 

Tree Codes 

We now a r r i v e  a t  t he  subjec t  of t h i s  review, t r e e  codes. I n  t h i s  

s ec t ion  we s h a l l  def ine  t r e e  codes, introduce terminated t r e e  codes, and 

show t h a t  the l a t t e r  may be considered as block codes. 

With block codes we made no assumptions about t h e  da t a  source,  save 

t h a t  t he re  were M messages t o  be  encoded. 

s a ry  t o  assume t h a t  t h e  da t a  source suppl ies  an ordered sequence o f  source 

l e t t e r s  s l y  s 2 '  S3-m * , where each l e t t e r  comes from an alphabet o f  s ize  q.  

Much da ta  appears n a t u r a l l y  as  a s e r i a l  stream o f  binary b i t s ;  t hese  can 

be considered as individual  l e t t e r s ,  i n  which case q=2, or can be taken 
t t a t  a time, say ,  i n  which case q=2 . A t r e e  encoder codes i n t o  an or- 

dered sequence o f  branches xi,  where each branch cons i s t s  o f  b channel 

input l e t t e r s ,  and one branch i s  put out f o r  each source l e t t e r  i n .  The 

t r e e  code r a t e  r i n  n a t s  pe r  source l e t t e r  i s  then equal t o  

With t r e e  codes it is neces- 

r = lnq/b. 

A t r e e  code i s  f u r t h e r  character ized by i t s  encoding cons t r a in t  

length 3 ,  which has the  s ign i f icance  t h a t  t h e  branch x 
i-3 , . . . ,s (Note t h a t  here  t h e  i' only o f  t he  3 +  1 source l e t t e r s  s 

u n i t s  of 3 are  source l e t t e r s ,  a convention which d i f f e r s  from t h a t  i n  

some of  t h e  convolutional coding l i t e r a t u r e ;  a l so ,  t h e  cons t r a in t  length 

i s  f o r  no ta t iona l  convenience one l e s s  than usual . )  One observes t h a t  

by tak ing  $ =  0,  b = N ,  q = exp NR, and thus  r = R, w e  ob ta in  a block 

code of length N and rate R ,  so i n  t h i s  r a t h e r  un in t e re s t ing  sense block 

codes are included i n  the  c l a s s  of  t r e e  codes; thus  t r e e  codes must be 

as good as block codes i n  genera1. 

is  a funct ion i 

A much more i n t e r e s t i n g  way of construct ing a block code from a 
t r e e  code i s  t o  terminate  t h e  t r e e  code as follows. L e t  t h e  encoder in-  

s e r t  a f t e r  every K source l e t t e r s  a resynchronizing sequence of 3 f ixed,  
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dummy source le t ters ,  a l s o  known t o  t h e  decoder. 

a f t e r  t h e  resynchronizing sequence i s  then a funct ion oniy of t h e  corre-  

sponding source l e t t e r  s and the  dummy resynchronizing sequence, not of  

any previous source le t te rs ;  s imi l a r ly ,  no succeeding branch depends on 

source le t te rs  before  sl.  
depend only on t h e  K source l e t t e r s  s l ,  ... sK, so t h a t  successive se- 
quences o f  K +3 branches form independent blocks.  In  t h i s  way, a t e r -  

The first branch x1 

1 

K + 3  Consequently, t h e  K +V branches xl ,  ..., x 

mina ted ' t ree  code is  made i n t o  a block code. 

N = b(K + 3 ) channel inputs ,  M = q code words, and the re fo re  block 

code r a t e  

The block code has length 
K 

where we have def ined 1, t h e  synchronization r a t e  lo s s ,  by 

In what fol lows,  we are going t o  f i n d  expressions f o r  t h e  proba- 

b i l i t y  o f  e r r o r  of  terminated t r e e  codes which w i l l  be  exponent ia l ly  de- 

c reas ing  with t h e  cons t r a in t  length 3 and w i l l  thus  take t h e  general  

form 

P r (  1) 2 exp - 3 b e ( r ) .  (26) 

where e ( r )  w i l l  be t h e  t ree  code exponent. Since t h e s e  a r e  a l s o  block 

codes, we can a l s o  write (26) i n  terms of t h e  block code parameters as 

. 
Pr( & ) 4 exp - N E ( R ) ,  (27) 
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where N i s  t h e  block code length,  R t h e  block code rate, and t h e  e r r o r  

component E(R), from comparison of (26) and ( 2 7 ) ,  i s  equal t o  

where we have used (24) and ( 2 5 ) .  

In  Figure 3 ,  we give t h e  geometrical cons t ruc t ion  of  E(R) from e(r)  

implied by ( 2 8 ) .  

r a t e  l o s s  h i n  t he  range 0 L, A f 
t r e e  code exponent e ( r )  a block code with any block code ra te  and expo- 

nent p a i r  on t h e  s t r a i g h t  l i n e  given by ( 2 8 ) .  

We see  t h a t  by proper choice of t h e  synchronization 

1 we can ob ta in  from a t r ee  code with 

t r ee  code 

block code exponent o f  

with synchronizat ion 
r a t e  lo s s  A 

7 terminated t r ee  code, 

A< t 
I 

Figure 3. Block Code Exponent VS. Rate Achievable 

with a Terminated Tree Code o f  Tree Code Rate r. 
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This r e l a t i o n s h i p  between t r e e  code and block code exponents i s  very 

As an example of  i t s  power, we now der ive  a bound on t h e  t r ee  important.  

code exponent, which depends on t h e  f a c t  t h a t  t h e  terminated t ree  code 

considered as a block code cannot have a block code e r r o r  exponent b e t t e r  

than E (R), t h e  e r r o r  exponent o f  t h e  bes t  poss ib l e  block code. 

recal l  from (14),  ( l o ) ,  and (6) t h a t  

We 
opt 

was def ined i n  (15). Let us then determine t h e  maximum poss i -  Yx 
where 

b l e  t r e e  code exponent f o r  some t r e e  code ra te  r. 
be  t h e  9 such t h a t  R 
Recall t h a t  t h e  ra te  R f o r  which the maximum i n  (29) occurs a t  e = f ( r )  

i s  given by R [  ?(I-)] = E ; [ f ( r ) ] .  

F i r s t ,  l e t  9 ( r )  

, so  t h a t  y(r) L, - fx .  = r ,  and suppose r 2 Res 9 

Define t h e  optimum t r ee  code exponent 

eoptEr) by 

We now show t h a t  t he  ac tua l  tree code exponent e ( r )  must be bounded by 

e (r). For suppose t h a t  
opt 

e(r)  > Eo[ p 1 ;  

r = R f C , )  1 

(31) 

* 

then a terminated t ree  code of b lock  code rate R[ ~ ( r ) ]  would have, from 

( 2 8 ) ,  t h e  equivalent  block code exponent 
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where we have subs t i t u t ed  (31) and (7) and used t h e  d e f i n i t i o n  of 

R [  f ( r ) ] .  But t o  have E ) 
s i b l e .  Thus 

A t  low r a t e s ,  it i s  easy t o  see  by t h e  same reasoning t h a t  t h e  maxi- 

mum t r e e  code exponent i s  the  constant 

f o r  otherwise we would be ab le  t o  obta in  a zero- ra te  block code with ex- 

ponent b e t t e r  than Eo( ? x) = Eopt(0). Thus with t h e  parametric expres- 

s ion  implied by (31),  

we have completed a bound on e ( r )  for a l l  rates. This bound was obtained 

by Vi t e rb i  (1967) through a d i f f e r e n t  argument. 
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Undoubtedly the  easiest way t o  understand t h i s  argument i s  t o  ex- 

opt i% * G O P t + L )  f-’ =--- I L U l l l  = L. smizp t he  asscciated geomptrica? c=nstructicn of - 
This cons t ruc t ion ,  which is the  inverse o f  t h a t  o f  Figure 3, appears i n  

Figure 4 .  From each o f  t h e  tangents t o  t h e  E (R) curve, w e  ob ta in  t h e  

p o i n t  on the  e (r) curve which completes t h e  rec tangle .  I t  should be 

obvious t h a t  any t ree  code exponent lying i n  t h e  region above t h e  e 
opt 

curve would give by t h e  construct ion o f  Figure 3 a block code exponent 

which would somewhere l i e  above the E (R) curve. 

opt 

opt  
(r) 

opt 

. 

c 

Figure 4 .  Construction of e (r) from E (R)  Curve 
opt opt 
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The Merging Concept i n  t h e  Analysis of  Tree Codes 

The cent ra l  concept t o  be grasped i n  t h e  ana lys i s  o f  t r e e  codes i s  
t h a t  o f  merging, 

branch i i f  t h e  two source sequences have t h e  same J + 1 l e t t e r s  i n  t h e  

pos i t i ons  i -3 through i: 

Two source sequences s and s '  are s a i d  t o  be merged at 

By t h e  de f in i t i on  of cons t r a in t  length,  i f  s is  merged with s 1  a t  branch i ,  
the  input  l e t t e r s  i n  t h e  branches x, and xl o f  t h e  corresponding code 

I I 

words must be i d e n t i c a l .  For example, i n  a terminated 

source sequences with the  same first l e t t e r  are merged 

and a l l  with t h e  same las t  l e t t e r  are merged a t  t h e  (K 

branch. 

A coro l la ry  concept i s  t h a t  o f  t h e  unmerged span, 

with reference t o  two p a r t i c u l a r  source sequences, say 

t ree  code, a l l  

a t  t h e  f irst  branch, 

+ 3 ) - t h  ( l a s t )  

which is def ined 

s and s t .  The 

first unmerged span U contains  t h e  indexes o f  t h e  source l e t t e r s  i n  t h e  

span from the  f i r s t  l e t t e r  i n  which s d i f f e r s  from s '  t o  t h e  last  l e t t e r  

o f  t he  f i r s t  subsequent s t r i n g  of  V consecutive l e t t e r s  i n  which s agrees  

completely with s ' .  Thus over  the  first unmerged span s and s '  are un- 

merged, but they are about t o  merge a t  t he  end o f  t h e  span. 

merged span U then contains  t h e  indexes o f  t h e  source le t ters  i n  t h e  

span from the  f irst  l e t t e r  not i n  U i n  which s d i f f e r s  from s '  t o  t h e  j -1 
l a s t  l e t t e r  o f  t h e  f irst  subsequent s t r i n g  o f  3 consecutive l e t t e r s  i n  

which s agrees completely with s ' .  

1 

The j t h  un- - 
j 

I t  i s  obvious t h a t  

1. 

2 .  

The unmerged spans are d i s j o i n t ;  

The unmerged spans contain the  indexes o f  a l l  branches f o r  which 

s and s '  are unmerged. 
Thus with t h e  concept o f  unmerged spans we p a r t i t i o n  t h e  se t  o f  

branches at  which s and s '  are unmerged i n t o  d i s j o i n t  subse ts .  Each con- 
sists o f  a consecutive s t r i n g  o f  a t  least V +  1 branches; t h e  spans may 

o r  may not be separated by merged segments. 

The p r inc ipa l  u t i l i t y  of  t h i s  concept l i e s  i n  t h e  observat ion t h a t  

t h e  log l ikel ihood r a t i o  of t h e  code words x and x t  corresponding t o  two 

a 
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source sequences i s  equal t o  t h e  sum o f  t h e  log  l ike l ihood r a t i o s  over  

~ ~ l e  U I I I I C L ~ C U  > p a ~ ~ .  *L- ,f ^-e-^ ---- ru1 l e t  y b e  the received word and y the  p a r t  o f  i' 
x o f  t h e  t ransmi t ted  i t h e  received word corresponding t o  t h e  i t h  branch 

word; then 
- 

s i n c e  t h e  branch log  l ike l ihood r a t i o  i s  zero f o r  a l l  i f o r  which s and 

s '  a r e  merged and the re fo re  x = x' i i '  
Now l e t  us suppose t h a t  t h e  code word a c t u a l l y  s e n t  is x, but t h a t  

a maximum l ike l ihood decoder chooses some code word x'  # x. 

we have immediately 

From (37) 

But the  f a c t  t h a t  x '  has l ikel ihood g r e a t e r  than a l l  o the r  sequences x" 

implies  t h e  s t ronge r  statement 

For suppose t h e  inequa l i ty  of (39) i s  not s a t i s f i e d  f o r  some U - t h a t  i s ,  
j' 

over  t h e  j t h  unmerged span the  correct  code word x has g r e a t e r  l ike l ihood 

than x ' .  

t h e  span U 

x over  U .  and x '  elsewhere, and w i l l  t he re fo re  have g r e a t e r  l ike l ihood 

than x '  i f  (39) i s  not s a t i s f i e d .  

- 
Consider then the  source sequence s" which i s  equal t o  s over  

and t o  s '  elsewhere; the corresponding code word x" w i l l  equal 
j 

3 
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Consequently, when e r r o r s  occur with t r e e  codes, it i s  na tu ra l  and 

convenient t o  think these  as sepa ra t e  e r r o r  events ,  each one correspond- 

ing t o  a p a r t i c u l a r  unmerged span U . Error events may be of  any length 

and contain any number of symbol e r r o r s ,  but  do have a d e f i n i t e  beginning 

and end. I n t u i t i v e l y ,  the  number o f  e r r o r  events w i l l  be propor t iona l  t o  

t h e  code length,  and one should th ink  not  of  t he  p robab i l i t y  o f  e r r o r  p e r  

block, but the  p robab i l i t y  of e r r o r  pe r  branch, defined as t h e  p robab i l i t y  

o f  an e r r o r  event s t a r t i n g  (or  ending) a t  any p a r t i c u l a r  branch. 

j 

When we consider terminated t r e e  codes as block codes, however, we 

s h a l l  be in t e re s t ed  i n  block p robab i l i t y  of  e r r o r .  Then the  following 

lemma, which follows d i r e c t l y  from the  above discussion,  w i l l  be use fu l :  

Lemma: There w i l l  be a decoding e r r o r  with a terminated t r e e  code i f  and 

only i f  some incor rec t  word which d i f f e r s  from t h e  co r rec t  word only over 

a s i n g l e  unmerged span has g rea t e r  l ike l ihood than t h e  co r rec t  word. 

For suppose the  word ac tua l ly  decoded has J unmerged spans with re- 
spect  t o  the cor rec t  word; by (39) t h e  l ike l ihood r a t i o  over each of  

these  spans w i l l  be l e s s  than one, so  t h a t  each of  t he  J words d i f f e r i n g  

from the  correct  word over a s i n g l e  one of  t hese  spans w i l l  a l s o  have 

g r e a t e r  l ikel ihood than the  cor rec t  word. 

The merging concept suggests a change i n  t h e  way we p i c t u r e  t r e e  

codes of f i n i t e  cons t r a in t  length.  

g raphica l ly  as t r e e s ,  with q poss ib le  t ransmi t ted  branches a t  branch i. 

Taking i n t o  account t h a t  sequences do merge with one another,  however, we 

a r r i v e  a t  a s t r u c t u r e  more l i k e  a t r e l l i s ,  with no more than q 

s i b l e  t ransmit ted branches a t  any one branch. 

t r a t e d  i n  Figure 5 ,  f o r  a binary t r e e  code of  cons t r a in t  length 2 termi- 

nated a f t e r  f i v e  information b i t s .  

t u r e s  t h e  representat ion of any of t h e  32 p a r t i c u l a r  source sequences of  

5 information b i t s  followed by 2,zeroes  is  t h e  pa th  through t h e  graph 

l abe l l ed  by t h e  corresponding b i t s ;  i n  both p i c t u r e s  double l i n e s  ind i -  

c a t e  t h e  representat ion of  0100000. 

by l abe l l i ng  each branch with t h e  appropriate  channel inputs .  The t r e l l i s  

p i c t u r e  recognizes t h a t  s ince  0100000 merges with 0000000 af ter  t h e  fourth 

Customarily t r e e  codes a re  depicted 
i 

pos - 3 + 1  

The d i f fe rence  i s  i l l u s -  

In  both the  t r e e  and t h e  t r e l l i s  p ic -  

The code would be t o t a l l y  spec i f i ed  

. 
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Figure 5. Terminated Binary (q=2) Tree Code with $ = 2 ,  K=5 

Figure Sa. Tree Picture 

.:, 

Figure Sb. Trellis Picture (Taking Account of Merging) 

. 
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branch, the  corresponding t ransmi t ted  branches must be i d e n t i c a l  f o r  t h e  

two code words. 

These p i c t u r e s  suggest making up a maximum l ike l ihood  decoder out  o f  

For each branch, cu t  ou t  a p iece  o f  s t r i n g  o f  length s t r i n g ,  as follows. 

- I n  Pr(yi \ xi ) ,  where yi i s  what was received f o r  branch i and x .  i s  

what would have been t ransmi t ted  i f  the  a c t u a l  code word included t h a t  

branch. 

as i n  t h e  t r e e  p i c t u r e  o f  Figure Sa. 

t r ee  o r i g i n ,  l e t  a l l  t he  s t r i n g s  hang down, and pick out  t h e  terminal  
node which is h ighes t ;  t h i s  w i l l  be t h e  node corresponding t o  the  s h o r t e s t  

pa th  through t h e  t r e e ,  thus t o  t h e  minimum value o f  

1 

For a t r e e  decoder, a t t ach  a l l  t hese  p ieces  of  s t r i n g  toge the r  

Hold t h e  r e s u l t i n g  bundle a t  t h e  

and thus  t o  t h e  most l i k e l y  code sequence. S imi la r ly ,  for a t re l l is  de- 

coder,  a t t ach  the  p ieces  of  s t r i n g  toge ther  according t o  t h e  t r e l l i s  

topology, as i n  Figure Sb. Pick up t h e  r e s u l t i n g  bundle a t  t h e  two end 

po in t s  and p u l l  them apar t  u n t i l  some pa th  becomes t a u t ;  t h i s  i s  again 

t h e  pa th  of  minimum length and hence o f  maximum l ike l ihood.  

l i k e l y  paths w i l l  dangle down from t h e  most l i k e l y  pa th  i n  loops corre-  

sponding t o  unmerged spans.  Suppose, 

corresponding t o  0000000 is  a c t u a l l y  s e n t ,  but  t h a t  0100100 is  t h e  sequence 

o f  g rea t e s t  l ike l ihood.  

decoder l i k e  

A l l  less 

f o r  example, t h a t  t h e  code word 

These two paths  a lone might look i n  t h e  s t r i n g  

The discussion above simply pointed out  t h a t  t h e  ove r -a l l  block decoding 

e r r o r  ought t o  be thought o f  as two d i s t i n c t  e r r o r  events ,  one correspond- 

ing  t o  each loop, and t h a t  t h e  incor rec t  sequence has t o  be more l i k e l y  
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. 

t han  t h e  cor rec t  one over each event ind iv idua l ly .  

CI IE :  P ~ L L U ~ ~  L J ~ ~ L  b ~ t h  0100020 ziid OOOOiOO are ais0 more i i k e i y  than 

0000000. 

I t  is obvious from 
&a- -1 _- _ _ _ _ _  -L 

Random Tree Codes 

A random t ree  code i s  one i n  which t h e  b channel inputs  t o  be as- 

s igned t o  each branch f o r  each of  t h e  q + ' poss ib l e  combinations o f  

V + 1 preceding source le t ters  a r e  chosen independently o f  each o the r  
and of a l l  o ther ,channel  inputs  a t  random according t o  t h e  input  d i s -  

t r i b u t i o n  pk' Thus channel inputs i n  d i f f e r e n t  pos i t i ons  are t o t a l l y  

independent; channel inputs  i n  the same pos i t i on  i n  two d i f f e r e n t  code 

words a r e  e i t h e r  i d e n t i c a l  or t o t a l l y  independent, according t o  whether 

t h e  two code words are merged o r  unmerged a t  t h a t  branch. 

p i c t u r e ,  t h e  channel inputs  f o r  each d i s t i n c t  branch are picked randomly 

and independently. 

In  t h e  t re l l i s  

We now compute t h e  block error p robab i l i t y  o f  a terminated t ree  code 

with maximum l ike l ihood decoding, which o f  course remains t h e  optimum de- 

coding technique. 

i f  and only i f  some code word d i f f e r i n g  from t h e  cor rec t  word only over 

a s i n g l e  unmerged span has g rea t e r  l ike l ihood than  t h e  co r rec t  word. 

s h a l l  consider  s epa ra t e ly  t h e  sets Sii l ,defined t o  cons i s t  o f  a l l  such 

code words (or t h e  corresponding source sequences) f o r  which t h e  s i n g l e  

unmerged span contains  branches i t o  i f ,  0 f i 5 K, i + 3 f i1 f K + 3 . 

By t h e  lemma of t h e  previous sec t ion ,  an e r r o r  occurs 

We 

F i r s t  w e  determine t h e  s i z e  ISii, I o f  t h e  set  Sii, . Since a l l  

members terminate  i n  t h e  same 3 source l e t t e r s ,  t h e r e  are only it-i+l-9 

source l e t t e r s  i n  which they  may d i f f e r ,  so  t h a t  

c 

On t h e  o t h e r  hand, t h e  set Sii, c e r t a in ly  conta ins  a l l  words which have 

a source l e t t e r  d i f f e r e n t  from t h a t  of t h e  co r rec t  sequence a t  t h e  i t h  

p o s i t i o n ,  t h e  ( i t -  3 ) t h  pos i t ion ,  and a t  t h e  ( i + j 3  ) t h  pos i t i ons ,  

8 

- 
- - 



c 
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t he re fo re  a t  l e a s t  

I t  follows t h a t  asymptot ical ly  

Now a l l  t hese  code words w i l l  be pairwise independent o f  t h e  c o r r e c t  

code word over t h e  span from branch i t o  i f ,  which inc ludes  (i'-i+l) b 

channel inputs .  

block code meeting t h e  t h r e e  condi t ions 1, 2 ' ,  and 3 spec i f i ed  ear l ier ,  
having length N = ( i ' - i + l )  b ,  M = IS i i l \  

given by 

The se t  Sii l  may the re fo re  be  thought o f  as a random 

code words, and the re fo re  rate R 

M - 
td R =  

= F, 
where we have r e c a l l e d  t h a t  t h e  t ree  code rate r = I n  q/b, and defined 

II 
F = l - -  (45) i'-i 4% 

For such a random block code, we know t h a t  t h e  p r o b a b i l i t y  o f  decoding 

t o  one o f  the inco r rec t  words i s  given by 

- U E I d  . 
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where we have defined t h e  t r e e  code exponent 

a t  R 
rate 

In Figure 6 we give a graphical construct ion o f  e(r ,  p) as t h e  value 
= 0 o f  a s t r a i g h t  l i n e  drawn from r through the  E(R) curve at t h e  
R = pr . ,  

Figure 6 .  Graphical Construction of e ( r ,  t~ ) 

We now ask f o r  what value of p Pr i i ,  ( e ) is  maximum, or e(r,  p ) 

comp is  m i n i m u m .  %I t  is  obvious from the construct ion t h a t  for r f R1 = R 

t h e  minimum value of e ( r ,  p) occurs f o r  )c-= 0, where e(r,O) = E(0)  = Rcomp, 
and t h a t  for r 5 R1, t h e  minimum occurs when t h e  s t r a i g h t  l i n e  i s  tangent . 

t o  t h e  E(R) curve. 

t i o n  

We know t h a t  i f  r = R f  , t h i s  tangent has t h e  equa- 



-A25- 

t he re fo re  t h e  minimum value o f  e ( r ,  p) i s  Eo( 3 ) .  

def ine  

In summary, i f  we 

e ( r )  = min e ( r ,  p), 

o C - p s 1  

then f o r  l o w  r a t e s  

- 
r f R 1 -  Rcomp ; comp ' e ( r )  = E(0)  = R 

and f o r  high r a t e s ,  we have 

e ( r )  = Eo'f 

, r 2  R1. 
f r = R  

(49) 

We immediately recognize t h i s  l a t t e r  expression as equal t o  t h a t  of (35) 

f o r  e (r) when r l  R1. 
opt 
Now l e t  us show t h a t  e ( r )  is a c t u a l l y  t h e  random t r e e  code e r r o r  ex- 

The over -a l l  p robab i l i t y  of  decoding e r r o r  f o r  a terminated t r e e  ponent. 

code i s  lower-bounded by the  p robab i l i t y  o f  decoding inco r rec t ly  within 

any s e t  Si i , ,  and upper-bounded by the  sum of  t h e  p r o b a b i l i t i e s  of decod- 

ing inco r rec t ly  i n  a l l  sets, by the  union bound: 

But from t h e  discussion j u s t  previous,  t he  largest value of  Pr i i ,  ( 

asympt o t  i c a l  l y  equal t o  
) is  

' .  



and if K i s  l a rge  enough the re  e x i s t s  an i and i t  such t h a t  t h i s  maximum 

is qachieved. Hence we can say 

and i f  K increases  l e s s  than exponentially with 9 ,  

P r (  f ) exp - V b e ( r )  (55) 

f o r  a terminated t r e e  code. For a nonterminated tree code, (55) cont in-  

ues t o  apply i f  we def ine  P r ( c  ) as  t h e  p robab i l i t y  of  e r r o r  p e r  branch, 

a s  can be seen by repeat ing t h e  above argument with i o r  i' f ixed .  

Another suggest ive expression f o r  t he  t r e e  code e r r o r  p robab i l i t y  

comes from s u b s t i t u t i n g  f o r  b i n  (55) t o  ob ta in  

Let t ing  

Eo[ 7 (r)] f o r  r 3 R1, (56) becomes 

(1) be t h e  f f o r  which r = R , and r e c a l l i n g  t h a t  e ( r )  = Y 

A t  lower r a t e s  e ( r )  = R1 - - Rcomp and (56) becomes 

. Consequently, f o r  a l l  r a t e s  the random t r e e  code exponent i s  known 

exac t ly  and given by (50) and (Sl) ,  j u s t  as t h e  random block code expo- 
? nent is  known f o r  a l l  rates. Further,  it is  c l e a r  t h a t  i f  t h e  terminated 

random t r e e  code i s  considered as, a block code, then by the  construct ion 

of Figure 3 t he  equivalent  block code exponent obtainable  is ,  using (50) 

and (51),  
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which i s  prec ise ly  t h e  

the  random t r e e  Rcomp , 
exponent e ( r )  given 

opt 
block code exponent i s  

random block code exponent. Third,  f o r  r 2 R1 - - 
code exponent is equal t o  t h e  optimum t r e e  code 

by ( 3 3 ) ,  j u s t  as f o r  R 2 R(l) = Rcrit t h e  random 

equal t o  the  optimum block code exponent; thus  

a t  high r a t e s  random t r e e  codes are a so lu t ion  t o  t h e  t r e e  code construc- 

t i o n  problem. 

choice of  the synchronization rate lo s s  A , t h e  terminated random t ree  
code has a block code exponent equal t o  t h e  optimum block code exponent 

f o r  block code r a t e s  R 2 R(1); thus a t  high r a t e s  random t r e e  codes are 

a so lu t ion  t o  the  block code construct ion problem. 

F ina l ly ,  when considered as a block code, and with proper  

In  conclusion, with proper choices o f  parameters,  terminated random 

t r e e  codes a r e  j u s t  as good i n  performance as random block codes, and 

a r e  therefore  optimum block codes wherever the  l a t t e r  a r e  optimum. How- 

ever ,  s o  f a r  we have assumed maximum l ike l ihood decoding, so  t h a t  decod- 

ing complexity is presumably a l s o  exac t ly  equal t o  t h a t  f o r  random block 

codes, so  it  is  not  ye t  c l e a r  whether t r e e  codes o f f e r  any advantages. 

Subsequently we s h a l l  see  t h a t  t h e i r  t r e l l i s  s t r u c t u r e  permits a decoding 

algorithm much less complex than t h a t  f o r  block codes, so  t h a t  when con- 

s idered  as block codes they have a complexity advantage. 

algorithm w i l l  suggest ,  however, t h a t  t r e e  codes a r e  b e t t e r  not termi- 

nated,  and when used i n  t h i s  way t r e e  codes w i l l  be shown t o  have a per-  

formance advantage a s  wel l .  

however, we pause b r i e f l y  t o  consider t h e  charac te r  of  e r r o r  events with 

random t r e e  codes, as is  na tu ra l  a t  t h i s  po in t .  

This decoding 

- 

Before w e  proceed with these  p r inc ipa l  themes, 

Character of Er ror  Pa t te rns  with Random Tree Codes 

We have seen t h a t  t he  p robab i l i t y  of  e r r o r  within unmerged spans 

Si i ,  of length V / ( l -  k) is given by 

Such an error r e s u l t s  i n  an e r r o r  sequence of length Q / ( l -  p ) -  3 = 

v p  / ( l - k ) ,  which is equal ly  l i k e l y  t o  be any o f  t h e  unmerged sequences.  

of t h a t  length. 
pec t  t o  s e e  e r r o r  sequences of length  

If t h e  random tree code is  very long, then,  we would ex- 
3 ) ~ / ( l -  p) a t  about t h e  r e l a t i v e  



4 2 8 -  

. 
frequency per  branch given by (60). 

d fer xhieh the e x p -  
P O  ine construct ion uf Figure 6 deteimined the 

nent  i n  (60) was minimum. Error  sequences of length near  

are therefore  going t o  occur most f requent ly  i n  t h e  decoded output;  be- 

cause of t h e  exponential  character  o f  (60), e r r o r  sequences o f  substan- 

t i a l l y  d i f f e r e n t  p a r e  going t o  occur with n e g l i g i b l e  frequency for l a rge  

cons t r a in t  lengths 3 . 
which i s  i n t e r e s t i n g .  

r a r e  i f  

3 ~ o / ( 1 -  )lo) 

We can say a l i t t l e  b i t  about t he  range of 

Define error sequences of  length V p / ( l -  p) as 

- 

where A is any constant ;  t h i s  is  equivalent ,  from (60), t o  

Let 

then i n  terms of a new constant B,  (62) can be expressed 

f(p) - f(pd 2 

Let us then inqui re  i n t o  what 
I 

happens when 3 becomes la rge .  We can ex- 

pand f (  p) i n  a Taylor s e r i e s  about po t o  obta in  
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But a t  po t he  f i r s t  de r iva t ive  of  f (  p) is  zero: 

= 0, 

where we have used the  f a c t  t h a t  po i s  chosen so  t h a t  
E( +Lor) = (1- po’rf 9 - 3  being the  s lope o f  t h e  l i n e  from r t o  E (  Pr). 
Subs t i tu t ing  (66) and (65) i n t o  (64) y i e l d s  

where w e  supposev is  la rge  enough t h a t  higher-order 

be neglected.  The range of which s a t i s f y  (67) is  
t i o n a l  t o  GC1’*; t he  range of e r r o r  sequences which 

terms i n  (60) can 

the re fo re  propor- 

a r e  not rare i s  con- - 

sequent l y  proport ional  t o  3 ”*. 
sequences tend t o  have lengths  near  

s o l u t e  range increases ,  i n  t he  same way as t h e  sum of a l a rge  number N of  

random var iab les  c l u s t e r s  more c lose ly  about t h e  N times t h e  mean, though 

the  dispers ion is  increasing proport ional  t o  .(. 

As 3 increases ,  t he re fo re ,  most e r r o r  

+ko / ( l -  p0), although t h e  ab- 

R1’ For a t r e e  code o f  r a t e  r = R Z Q 

so  t h a t  the  typ ica l  length of e r r o r  sequences i s  * 
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In  p a r t i c u l a r ,  i f  t h e  t r e e  code r a t e  i s  R1 = R then t y p i c a l l y  e r r o r  comp ' 
seqiieiices vill be of l eng th  

where Rcrit = EA(1). 

The Vi te rb i  Algorithm 

We now show t h a t  t h e  s t ruc tu re  o f  t r e e  codes permits a decoding a l -  

gorithm which gives p rec i se ly  t h e  same r e s u l t s  as maximum l ike l ihood de- 

coding and i s  the re fo re  optimum, but which has complexity proport ional  

only t o  q' 

coding o f  a terminated tree code. 

was f o r e t o l d  by our  s t r i n g  decoders, where t h e  number of p ieces  of  s t r i n g  

requi red  was proport ional  t o  qK for  t h e  tree s t r u c t u r e ,  bu t  only t o  qy 
f o r  t h e  t r e l l i s .  

, r a t h e r  than t o  the  qK required by maximum l ike l ihood de- 

That something l i k e  t h i s  i s  poss ib le  

The c r i t i c a l  observation t o  be made i s  t h e  following. Let s and s '  

be two input words which agree f o r  t h e  span of  9 consecutive l e t t e r s  

ending i n  i; t h a t  i s ,  which a r e  e i t h e r  merged a t  branch i o r  which have 

an unmerged span terminat ing a t  i. 

l ike l ihood up t o  branch i:  

Let s be t h e  one which has g rea t e r  

Then s f  cannot be t h e  choice o f  a maximum l ike l ihood decoder. For s '  

w i l l  always have less l ike l ihood than t h e  input sequence which agrees 

with s up t o  branch i and with S I  t h e r e a f t e r ,  s ince  t h e  corresponding 

code word w i l l  be i d e n t i c a l  t o  x,' beyond branch i, and from (71) w i l l  

t he re fo re  continue t o  have grea te r  l ike l ihood forever .  

Let us rephrase t h i s  observation i n  terms o f  our  t r e l l i s  s t r u c t u r e ,  

and our  t r e l l i s  s t r i n g  decoder. Suppose we set up the  s t r u c t u r e  only 

out  t o  branch i ,  and pu l l ed  on one of t h e  qv nodes a t  t h a t  depth and 



-A31- 

the  i n i t i a l  node, thus f inding t h e  s h o r t e s t  path out t o  t h a t  node. 

Clear ly  any o the r  path dangling down i n  a loop from t h e  s h o r t e s t  path i s  
not going t o  be a p a r t  of  t h e  path f i n a l l y  chosen; thus we can t ake  out  

s c i s s o r s  and cu t  away any such loops without any p o s s i b i l i t y  of d i scard-  

ing the  most poss ib le  path.  

be l e f t  with only one path from t h e  i n i t i a l  node t o  each of  t hese  q' 

nodes, which s e t  w i l l  now form a t r u e  t r e e ,  with many branches missing, 

but no loops. 

u n t i l  one comes t o  t h e  f i n a l  node, a t  which time only one path w i l l  r e -  

main, necessar i ly  the  sho r t e s t  one of  a l l  and thus  t h e  optimum choice o f  

a maximum l ikel ihood decoder. This i s  t h e  Vi t e rb i  algorithm. 

If we do t h i s  f o r  a l l  qd nodes, we s h a l l  

This operat ion can be repeated f o r  each branch i n  sequence, 

Returning t o  the  world where decoders a r e  b u i l t  with computer com- 

ponents r a t h e r  than s t r i n g ,  l e t  us r e s t a t e  t h e  algorithm. The decoder 

operates  i n  a s e r i e s  of s t e p s ,  one f o r  each branch pas t  branch 9 .  A t  

t he  s t e p  associated with branch i ,  for each of  t h e  qv 

o f  source l e t t e r s  of  length 3 , it chooses t h e  one input  sequence which, 

among a l l  those which have t h a t  p a r t i c u l a r  s t r i n g  of  V let ters ending a t  

branch i ,  has the  g rea t e s t  l ike l ihood up t o  branch i. 

s t e p ,  therefore ,  it r e t a i n s  a l is t  of only q3 

branch i ;  t h i s  determines the  s i z e  of  t h e  decoder memory. I t  follows 

t h a t  a t  the  next s t ep ,  t he re  w i l l  be only q sequences t o  be compared i n  

each c l a s s ,  so  only q ' + 

t he re fo re  evident t h a t  t h e  complexity o f  t he  algorithm is indeed asympto- 

t i c a l l y  proportional t o  qv 

grow exponent ia l ly  with 3 . 

poss ib l e  s t r i n g s  

A t  t he  end of  any 

poss ib le  sequences up t o  

l ike l ihoods  t o  be computed i n  a l l .  I t  i s  

, i f  t h e  length o f  t h e  sequences does not 

This algorithm may never ac tua l ly  make a f i n a l  choice u n t i l  t h e  t r e e  

code is terminated, although a choice can be imposed after a while with- 

out any loss  i n  performance, a s  we s h a l l  discuss  l a t e r .  Should t h e  t r e e  

code be terminated, however, t he  algorithm automatical ly  converges on a 
s i n g l e  choice, s ince  it need not consider words which do not  agree a t  t h e  

end with the 3 - l e t t e r  synchronizing sequence, and the re fo re  a t  t h e  s t e p  
assoc ia ted  with t h e  branch K + 3  

among a l l  those ending with t h e  synchronizing sequence, has t h e  g rea t e s t  

l ike l ihood over t h e  whole block. This sequence must be t h e  same sequence 

+ 

it chooses t h e  one input sequence which, 
. 
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as would be chosen by a maximum l ikel ihood decoder, s ince  t h e  only words 

ever discarded a r e  those which couid not possibly %e the choice ef a maxi- 
mum l ike l ihood decoder. 

modestly ca l l ed  it suboptimum but asymptot ical ly  optimum--and consequently 

we know the  e r r o r  p robab i l i t y  which can be obtained with i t s  use. 

Expressions which give the  probabi l i ty  of e r r o r  Pr(c ) and decoding 

The algorithm i s  the re fo re  optimum--Viterbi too 

complexity G when random t r e e  codes a r e  used with t h e  Vi te rb i  algorithm 

a r e  the re fo re  

where we have reproduced (57) and (58). The p robab i l i t y  of  e r r o r  is 

the re fo re  given d i r e c t l y  i n  terms o f  t h e  decoding complexity by 

Again t h e  p robab i l i t y  o f  e r r o r  decreases only a lgeb ra i ca l ly  with complex- 

i t y ,  as with maximum l ike l ihood decoding of  block codes. 
t he  complexity i s  less with t r e e  codes, t h e  exponent is g rea t e r .  

d i r e c t  comparison o f  exponents, compare a block code of  r a t e  R,  e r r o r  ex- 

ponent E(R), and the re fo re  [from (22)]  complexity exponent E(R)/R, with 

t h e  terminated t r e e  code o f  t h e  r igh t  t r e e  code r a t e  rR and the  r i g h t  

t o  give an optimum block code of r a t e  R [ t ha t  i s ,  i f  R=EA( 

which w i l l  have complexity exponent y ( r R ) ;  t h i s  comparison is  made 

graphica l ly  i n  Figure 7.  

t h e  comparison s t rongly  favors the t r e e  code, t h e  more so t h e  c l o s e r  t h e  

r a t e  approaches capaci ty .  

favorable  t o  t h e  t r e e  code i f  w e  l e t  t he  block length increase  i n d e f i n i t e l y  

However, because 

For a 

) , r =R R 3 

Even with the  allowance for synchronization l o s s ,  

Obviously t h e  comparison would be even more 
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Figure 7. Comparison of Block and Tree Code Exponents 
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s o  t h a t  r approached t h e  block code r a t e  R ,  s i nce  t h e  complexity and proba- 

b i l i t y  of e r r o r  depend oniy on Y and r ,  and not on t h e  bio& length; theii 

we would get an exponent equal t o  ( R ) ,  t he  f o r  which R=R , as is 
a l s o  i l l u s t r a t e d  i n  Figure 7 .  Again, we a re  l e d  t o  f ee l  t h a t  although 

random t r e e  codes can be used as optimum block codes, it is  b e t t e r  not t o  

terminate  them, o r  a t  l e a s t  t o  l e t  t h e  blocks between synchronizing se- 
quences become very long. 

l e n t  block code exponents go t o  zero, one is usua l ly  more i n t e r e s t e d  i n  

p robab i l i t y  o f  e r r o r  versus complexity than versus block length.  

9 

Though it is  t r u e  t h a t  i n  t h i s  case t h e  equiva- 

Mismatched Decoding Constraint  Length 

Let us now suppose t h a t  t h e  decoder uses the  Vi te rb i  algorithm ap- 

p r o p r i a t e  f o r  a code of  cons t ra in t  length 3 , but t h a t  a c t u a l l y  the  en- 

coder cons t r a in t  length is  some 9' not equal t o  3 .  What w i l l  happen? 

F i r s t ,  suppose 9' is  l e s s  than 9. A code o f  encoding cons t r a in t  

length 3 '  may be considered a s  a poor example of  a code o f  encoding con- 

s t r a i n t  length Y , i f  ~ ' i  12 , for indeed each branch depends on only 

the  9+ 1 preceding input l e t t e r s .  Thus the  Vi te rb i  algorithm remains an 
optimum maximum l ikel ihood decoder f o r  t he  s h o r t e r  code; t h e  mismatch re- 
s u l t s  only i n  increasing t h e  decoding e f f o r t  t o  q J  , r a t h e r  than t h e  q 

which would be s u f f i c i e n t .  

3 '  

Second, suppose 9' i s  ac tua l ly  g rea t e r  than 9. Consider first 

t h e  case i n  which the  decoder a r r ives  a t  branch i f  having made no previ-  

ous decoding e r r o r ,  which is  t o  say t h a t  among t h e  qJ  r e t a ined  code se- 

quences one i s  ac tua l ly  cor rec t .  The preceding analyses ,  which appl ied 

when t h e  encoding cons t r a in t  length was V ,  showed t h a t  an e r r o r  occurs 

a t  branch i '  i f  and only i f  over an unmerged span which terminates  a t  i '  

an incor rec t  word has g rea t e r  l ikel ihood than the  co r rec t  sequence--that 

is, if and only i f  among t h e  s e t  of  words which agree with t h e  cor rec t  
word i n  t h e  1ast)r p laces ,  t h e r e  i s  one b e t t e r  than t h e  co r rec t  one, so  
t h a t  t h e  algorithm w i l l  choose i t .  
t h e  encoding cons t r a in t  length i s  a c t u a l l y  g r e a t e r  t h a n V  but  no previous 
e r r o r  has been made, f o r  an e r r o r  is s t i l l  made i f  and only i f  among t h e  

s e t  of words which agree w i t h  the  co r rec t  word over t h e  last  V places ,  

But t he  s i t u a t i o n  is i d e n t i c a l  i f  
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one is b e t t e r  than t h e  cor rec t  one, and each word i n  t h i s  set i s  i d e n t i -  

cal t o  the co r rec t  word up t o  t h e  beginning of  t h e  unmerged span and inde- 

pendent of i t  t h e r e a f t e r ,  j u s t  as before .  I t  follows t h a t  t h e  p robab i l i t y  

of e r r o r ,  given no previous decoding e r r o r ,  remains 

P r (  ) exp - V b e ( r ) ,  (74) 

where -3 i s  the  decoding cons t r a in t  length.  But then t h e  block probabi l -  

i t y  of  decoding e r r o r  i s  a l s o  given by (74),  s ince  it i s  no g rea t e r  than 

K times the  branch p robab i l i t y .  In  sum, when 9' and 9 a r e  t h e  encod- 

ing and decoding cons t r a in t  l engths ,  

Pr (  ) = exp - J" b e ( r ) ,  

Y t t  = min ( V , 4'). 
(75) 

What does happen a f t e r  a decoding e r r o r ?  Until  by some chance one 

of  t h e  q3 

l a s t  y 1  pos i t i ons ,  a l l  f u r t h e r  choices w i l l  be between sets of incor -  

r e c t  words, s o  t h a t  a l l  subsequent l ike l ihoods  would be expected t o  be 

small on the average. 

merge with the  cor rec t  word, it may very well  succumb i n  l a t e r  compari- 

sons,  s ince  over i t s  unmerged span it may have accumulated a very poor 

l ike l ihood.  

taneously remerged with t h e  cor rec t  path a t  some branch is  the  decoding 

process t r u l y  r e s  ynchroni z ed . 

survivors  a t  some s t e p  agrees with t h e  cor rec t  word i n  t h e  

Even when by some chance a surv ivor  does t r u l y  

Only when a t  some subsequent point  a r e  a l l  survivors  simul- 

A Sequential  Vi te rb i  Algorithm 

The considerat ions o f  t h e  previous sec t ion  lead us t o  propose the  

following algorithm, s u i t a b l e  f o r  a code of  very l a rge ,  e s s e n t i a l l y  in-  

f i n i t e  encoding cons t r a in t  length.  

i f  a decoding e r r o r  i s  ever made, it w i l l  sooner o r  l a t e r  become obvi- 

ous, and any sens ib l e  c r i t e r i o n  w i l l  de tec t  t h e  occurrence of  t h e  e r ro r .  

Then begin by decoding with a Vi te rb i  decoder s u i t a b l e  f o r  some small 

cons t r a in t  length 3,. 

We r e l y  on t h e  f a c t  t h a t  i n  t h i s  case ,  

If an e r r o r  is ever  de tec ted ,  begin again with a 
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Vi te rb i  decoder o f  some l a rge r  decoding cons t r a in t  length Y, .  Continue 

i n  t h i s  way through a series of increasing constraint ieiigths iizti? the  

whole block is  decoded. Assuming per fec t  de t ec t ion ,  t he  p robab i l i t y  o f  

e r r o r  w i l l  be zero. Assuming tha t  t h e  length o f  t h e  block is  not expo- 

n e n t i a l l y  l a rge ,  t he  p robab i l i t y  of having t o  invoke a decoder of decoding 

cons t r a in t  length g r e a t e r  than V i  and hence complexity G qJb is t h e  

p robab i l i t y  of decoding e r r o r  w i t h  decoding cons t r a in t  length 

from (56),  
3i, o r ,  

) I q- J ;  

o r ,  i f  r L R = from (57),  1 Rcomp, 

. This is p rec i se ly  t h e  behav- RI where p ( r )  i s  t h e  y f o r  which r = 

i o r  c h a r a c t e r i s t i c  of sequent ia l  decoding f o r  r a t e s  g r e a t e r  than the  com- 

pu ta t iona l  cutoff  r a t e ;  t h e  exponents are i d e n t i c a l .  

an algorithm which i s  s o  seemingly d i f f e r e n t  from t h e  sequent ia l  decoding 

algori thms,  yet  which nonetheless has the  same d i s t r i b u t i o n  of  decoding 

complexity, we f u r t h e r  confirm t h e  observat ion o f  Jacobs and Berlekamp 

(1967) t h a t  such a d i s t r i b u t i o n  is  c h a r a c t e r i s t i c  of optimum sequent ia l  

t r e e  code algorithms general ly  and not j u s t  o f  sequent ia l  decoding. Of 

course,  t h i s  p a r t i c u l a r  algorithm is  not p r a c t i c a l l y  a t t r a c t i v e .  

By thus  exh ib i t i ng  

Below R1 - our present r e s u l t s  enable us t o  say only t h a t  - Rcomp’ 

(78) 

This is s u f f i c i e n t  t o  show t h a t  below t h e  computational cu tof f  r a t e  t h e  

exponent exceeds 1, but i s  not as s t rong  as t h e  r e s u l t  known f o r  sequen- 

t i a l  decoding, namely t h a t  the  exponent continues t o  equal 9 ( r ) ,  a t  

l e a s t  a t  r a t e s  r = R 
t h e  Vi te rb i  algorithm could be modified t o  y i e l d  t h i s  performance by re-  

t a i n i n g  a t  each s t e p  o f  t h e  algorithm, among each set of  words having 

where ( r )  is an in t ege r .  We conjecture  t h a t  9 ( r )  
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i d e n t i c a l  source l e t t e r s  i n  t h e  last Y branches,  t h e  L with t h e  g r e a t e s t  

l ike l ihoods ,  r a t h e r  than j u s t  t h e  s i n g l e  b e s t .  However, t h e  proof  o f  

t h i s  requi res  a l i s t  decoding r e s u l t  f o r  t ree  codes, which re la tes  t o  

t h e  block code l is t  r e s u l t  by t h e  cons t ruc t ion  o f  Figure 3; such a r e s u l t  

can be proved i f  we ignore t h e  fact  t h a t  i nco r rec t  sequences may merge 

among themselves, but  so far  not  otherwise.  

i t y  (computation) required i s  g r e a t e r  than q3 i s  i d e n t i c a l  t o  t h e  event 

i n  which a decoding e r r o r  would be made i f  t h e  encoding cons t r a in t  l ength  

were indeed only 3 . In t h e  next s ec t ions  w e  d i scuss  some l i s t  decoding 

r e s u l t s  o f  Jacobs and Berlekamp which q u a l i t a t i v e l y  support  t h i s  supposi-  

t i o n ,  and draw a moral f o r  sequent ia l  decoding. 

These r e s u l t s  suggest t h a t  t h e  event i n  which t h e  decoding complex- 

Resul ts  o f  Jacobs and Berlekamp 

Jacobs and Berlekamp show t h a t  no sequent ia l  algorithm can have a 

complexity exponent b e t t e r  than f ( r )  by making t h e  following argument: 

Let a sequent ia l  algorithm be def ined as one which examines t h e  

poss ib l e  code sequences up t o  branch i i n  an o rde r  which does not  depend 

on received branches beyond i, and l e t  i t s  complexity be a t  least  as 
g rea t  as the number o f  sequences so examined before  coming t o  t h e  co r rec t  

sequence. 

1. 

2 .  An algorithm which examines sequences i n  o rde r  o f  t h e i r  l i k e l i -  

hoods w i l l  on t h e  average examine fewer sequences before  coming t o  t h e  

co r rec t  sequence than an algorithm which examines sequences i n  any o t h e r  

order .  

3. The p robab i l i t y  t h a t  t h e  complexity w i l l  exceed L i s  t h e r e f o r e  

a t  least  as grea t  as t h e  p robab i l i t y  t h a t  t h e  co r rec t  word w i l l  not  b e  

among t h e  words with t h e  L g r e a t e s t  l ike l ihoods ,  or thus  t h a t  an e r r o r  

would be  made with l i s t -o f -L  decoding. 

a block code o f  length N=ib,with' M=qi d i f f e r e n t  words, and the re fo re  with 

ra te  R given by 

4 .  The t runca t ions  o f  a l l  poss ib l e  code sequences t o  branch i form 

In M 
N 

= In  q 
b 

= r ,  

R = -  

(79) 
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t h e  t r e e  code r a t e .  

5 .  The p robab i l i t y  of  list decoding e r r o r  with a block code cf 
rate r and a decoding l i s t  of s i z e  

L 1 exp (1- +) Nr, 0 5 y-% 1, 

is  bounded by 

from (17). 

6. Thus, s u b s t i t u t i n g  (80) i n t o  (81), 

Geometrically, - 9 ( r , k )  is the s lope  of  t h e  s t r a i g h t  l i n e  which equals 

0 at R = r and E 

t h i s  i s  p rec i se ly  the  construct ion o f  Figure 6, which was used t o  f ind  t h e  

t r e e  code exponent. 

when p i s  such t h a t  t he  s t r a i g h t  l i n e  i s  tangent t o  t h e  sphere-packing ex- 

ponent; f o r  t h i s  p) e a r l i e r  ca l l ed  po, w e  have 

( p r )  a t  R = p r ,  as i s  i l l u s t r a t e d  i n  Figure 8; c l e a r l y  
SP 

As t he re ,  the minimum magnitude of  t h e  s lope  comes 

where ~ ( r )  is as always t h e  f o r  which r = R  . Choosing )L= )Lo, 

we have 
Q 

(84) (r) Pr(C 7 L) 1 L- 
f o r  any sequent ia l  decoding algorithm with complexity C as def ined above. 
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Figure 8. Construction of v(r ,  )" ) .  

* 



The s i m i l a r i t y  o f  the  quan t i t i e s  a r i s i n g  i n  t h i s  development t o  

those  i n  our  earlier development of t he  p robab i l i t y  of  e r r o r  f o r  tree 
codes suggests a bas i c  kinship between t h e  two s i t u a t i o n s .  

i s  of value t o  e luc ida te  t h i s  kinship.  

We feel it 

F i r s t ,  l e t  us rework t h e  r e s u l t  of  Jacobs and Berlekamp. As it 

s t ands ,  it has some pecu l i a r  fea tures :  For a f ixed  value o f  L,  f o r  ex- 

ample, t h e  bound on P r ( C >  L) increases  up t o  a c e r t a i n  cr i t ical  length 

No f o r  which L 

ges t ing  t h a t  once t h e  decoder gets  over an i n i t i a l  lump i n  computation, 

it i s  i n  the  c l ea r .  

consider ing the  block code consis t ing o f  t h e  words which are i d e n t i c a l  

t o  t h e  co r rec t  word up t o  branch (N-N ) /b ,  i n  e f f e c t % t a r t i n g "  the  t r e e  

code s u f f i c i e n t l y  l a t e r  so  t h a t  its block code length is always t h e  

c r i t i c a l  length N 
and a l l  N L  No. 
"per branch" r a t h e r  than a Itper block" r e s u l t .  

e x p ( l - +  )N r, and then decreases subsequently,  sug- 
0 0  

This p a r t i c u l a r  quirk can be f ixed  f o r  N *No by 

0 

and then we obtain P r ( C  2. L) 5 L- ? (r) f o r  a l l  L 
0' 
This s t rongly  suggests t h a t  t h e  J B  r e s u l t  i s  r e a l l y  a 

For an i n f i n i t e  cons t r a in t  length code, def ine  Sii, as t h e  s e t  o f  

a l l  sequences o f  i t  branches which first unmerge a t  branch i. I t  i s  not  

hard t o  show t h a t  t h e  size of  t h i s  set i s  asymptot ical ly  equal t o  

t h e  argument is similar t o  t h a t  leading t o  (43 ) .  The code words corre-  

sponding t o  these  sequences form a block code of e f f e c t i v e  length 

N = ( i t - i + l ) b ,  s ince  w e  may ignore the  p laces  before  t h e  i t h  branch, and 

t h e  r a t e  of  t h e  block code, from (85), is  the re fo re  approximately t h e  

t r e e  code r a t e  r. Now def ine  Lii, as t h e  number of  elements of  t h e  set 
Sii, which have g r e a t e r  l ikel ihoods than t h e  co r rec t  code word, and de- 

f i n e  p by 

- 

1 

L exp (1- p ) N r .  (86) 

Then by the  l ist  decoding lower bound 
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where we simply repeat  t he  arguments o f  (80) - ( 8 2 ) .  

follows from 

The J B  r e s u l t  then 

Pr(C 7 L) 5 Pr(Liil > L), any i, i f  

-min 3 L  p 

But what we want t o  note  i s  t h a t  t h e  bound o f  (88) is  t i g h t  a t  high rates. 
For l e t  us s e t  up a p a r t i c u l a r  code, namely a random t r e e  code, and a 
p a r t i c u l a r  l i s t -o f -L  decoding scheme, namely a Vi t e rb i  decoder of  decoding 

cons t r a in t  length J , where L=qd ; t h e  list generated by such a decoder 

i s  t o  be  considered as the  qJ 

Clear ly  the cor rec t  word is  not on t h i s  list only i f  it i s  discarded within 

t h e  group o f  sequences which agree with it i n  t h e  l a s t  J l e t t e r s ,  and we 

have determined t h a t  t he  p robab i l i t y  o f  t h i s  event is 

survivors  of t h e  decoding s t e p  a t  branch i ' .  

P r (  E )  '= exp - 3 b e ( r )  

which agrees with (88) f o r  r 2 R1 = Rcomp. 

r a t e s  not  only is t h e  bound of (88) t i g h t ,  but t h a t  t o  asymptotic pre-  

c i s i o n  the  event i n  which t h e  computations exceed qJ  

cons t r a in t  length sequent ia l  decoder is p rec i se ly  the  event i n  which a 

Vi t e rb i  decoder o f  decoding cons t r a in t  length 9 would make an e r ro r .  

From t h i s  we s h a l l  i n  the  next s ec t ion  draw a moral. 

Thus we see t h a t  a t  high 

with an i n f i n i t e  

For completeness, we now extend the  above argument t o  show t h a t  (87) 
i s  t i g h t  as well, a t  high r a t e s .  Consider a modification o f  t h e  above 
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scheme, a l s o  using a Vi te rb i - l ike  decoder of cons t r a in t  length 3 , where 

again L;qv 

or which is the  co r rec t  word, but it can do the  following. 

o f  t h e  qJ  

consecutive l e t t e r s  ending with branch i, it can set up an ordered l ist  

o f  t h e  input  sequences i n  order  o f  l ikel ihood.  

t o  a judge, with in s t ruc t ions  t o  construct  a list of L by taking t h e  top- 

most member of  each list which ac tua l ly  e i t h e r  belongs t o  Sii l  or is t h e  

co r rec t  word; t h e  judge then determines whether t h i s  l ist  o f  L=qJ 

quences i s  t o t a l l y  i n  S The p robab i l i t y  

o f  t he  cor rec t  word not being on t h e  judgels  l i s t  i s  then t h e  p robab i l i t y  

t h a t  some member o f  t h e  s e t  Sii, which agrees with t h e  co r rec t  word over 

t h e  l a s t  3 consecutive l e t t e r s  is more probable than t h e  cor rec t  word, 

which we determined i n  (46) to  be equal t o  

. %  

iil . The decoder cannot know which words beiong t o  the  set S 
Within each 

subsets  o f  sequences which agree with each o the r  over t h e  

It can then submit t hese  

se- 
or contains the  cor rec t  word. ii 

P r i i l  ( L  ) exp - 3 b  e ( r , p  ) (90) 

where 

from (45), and 

from comparison o f  Figures 6 and 8 .  Thus (90) can be w r i t t e n  

which agrees with (87). 

scheme t h a t  f o r  +r 3 Rcrit the  p robab i l i t y  t h a t  t he  number LiiI o f  e l e -  

ments of Siil which have g rea t e r  l ike l ihoods  than t h e  co r rec t  code word 

exceeds L i s  asymptot ical ly  equal t o  the  expression o f  (93). 

Thus we see  by examination o f  t h i s  p a r t i c u l a r  
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As i n  our  discussion of  t h e  sequent ia l  V i t e rb i  algorithm, we con- 

j e c t u r e  tha t  these  bounds could be shown t o  be t i g h t  a t  a l l  rates by 

considering a Vi t e rb i - l i ke  decoder which within each group chose a small 

l i s t  of  words, r a t h e r  than a s i n g l e  survivor .  

Morals f o r  Sequential  Decoding 

The standard sequent ia l  decoder design uses a code o f  cons t r a in t  

length long enough t h a t  decoding e r r o r s  a r e  neg l ig ib l e ;  t h e  p r o b a b i l i t y  

of decoding f a i l u r e  i s  then dominated by t h e  p robab i l i t y  t h a t  decoding 

computation becomes excessive.  

t o  de t ec t  decoding e r r o r s  is highly pr ized ,  one might do b e t t e r  t o  re- 
duce the  cons t ra in t  length t o  the  poin t  t h a t  decoding e r r o r s  predominate. 

Our reasoning follows. 

We would suggest t h a t ,  un less  t h e  a b i l i t y  

F i r s t ,  l e t  us use t h e  r e s u l t s  of  t he  previous sec t ion  t o  analyze 

t h e  t radeoff  t h a t  could be made. A conventional sequent ia l  decoder, say 

o f  t he  Fano type,  i s  character ized by the  maximum number o f  computations 

L t h a t  can be made on one branch, o r  t y p i c a l l y  by t h e  product of t h e  buf- 

fer s i z e  i n  branches times t h e  number of  computations which can be made 

i n  the  time taken t o  t ransmit  one branch. 

i s  subs t an t i a l ly  g rea t e r  than t h e  average decoding load p e r  branch, t h e  

p robab i l i t y  of  decoding f a i l u r e  is  approximately given by [Jordan (1966)l 

If t h i s  l a t t e r  speed f a c t o r  

P r (  ) L- (94) 

The r e s u l t s  of  t he  previous sec t ion  suggest t h a t  i f  we shorten t h e  en- 

coding cons t ra in t  length t o  approximately 3 , where q3 

b i l i t y  of  e r r o r  w i l l  be unaffected,  but e r r o r s  w i l l  now tend t o  be de- 

coding er rors  r a t h e r  than bu f fe r  overflows. 

t i a l  decoder this  correspondence would be exact; with o the r  sequent ia l  

decoders, only approximate.) Thus we have some freedom t o  make one o r  

t h e  o the r  type of e r r o r  predominite without gross ly  a f f e c t i n g  t h e  e r r o r  

p robab i l i t y .  

'=L, t h i s  proba- 

(With a Viterbi- type sequen- 

Now which type of e r r o r  is  more des i r ab le?  The bu f fe r  overflow type 

has t h e  great v i r t u e  t h a t  it is always de tec tab le .  I t  has t h e  grea t  
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disadvantage,  however, t h a t  a f t e r  overflow one must wait t o  become re -  

synchronized t o  resume decoding; t h i s  may invoive wai t ing for t h e  biock 

terminat ion with terminated t r e e  codes, or perhaps automatic resynchroni- 

za t ion ,  as w i l l  be discussed l a t e r .  

qu i r e s  spec ia l  procedures and involves a dropout o f  many b i t s ,  t y p i c a l l y  

many cons t r a in t  lengths .  

decoder simply blunders on normally, no spec ia l  procedures a r e  requi red ,  

and, a s  w e  have seen e a r l i e r ,  e r ro r  runs a r e  t y p i c a l l y  of  t h e  order  of  a 
few cons t ra in t  lengths o r  l e s s .  

and decoder complexity a r e  t h e  pr incipal  c r i t e r i a ,  decoding e r r o r s  are 
the re fo re  t o  be prefer red .  

In any case resynchronization re- 

With a decoding e r r o r ,  on t h e  o the r  hand, t h e  

If minimizing output e r r o r  p robab i l i t y  

One disadvantage of  t h e  conventional sequent ia l  decoding algorithms 

v i s - a -v i s  t h e  Viterbi- type i s  tha t  bu f fe r  overflow cannot be eliminated. 

With an idea l  Viterbi- type sequent ia l  decoder we might have the  compu- 

t a t i o n a l  d i s t r i b u t i o n  

s1 

, 

= o  , L ? q J  

ch a d i s t r i b u t i o n  has a mean given approximat 

If the  average number o f  computations pe r  branch were s u b s t a n t i a l l y  

g r e a t e r  than t h i s  mean, then one could be f a i r l y  s u r e  t h a t ,  i f  t h e  bu f fe r  

were l a rge  enough t o  permit somewhat more than q 3  

on any one branch, it would never overflow, so t h a t  one could indeed omit 

i n t e r n a l  resynchronization procedures i n  t h e  decoder, r e ly ing  perhaps on 

manual in te rvent ion .  However, t h e  conventional sequent ia l  decoding 

computations maximum 
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algorithms, such as  t h e  Fano, not  only have some v a r i a b i l i t y  on how many 

microcomputations go i n t o  a tlcomputation,ll o r  a path r e j e c t i o n ,  but a l s o  

d i f f e r  fundamentally from t h e  Vi te rb i  algorithm i n  not ignoring pa ths  

which have merged with some b e t t e r  path.  

such algorithms examine a t  any one branch a l l  sequences i n  order  of  l i k e -  

l ihood u n t i l  a r r i v i n g  a t  e i t h e r  t h e  cor rec t  sequence o r  some sequence 

merging with t h e  cor rec t  sequence, f o r  e i t h e r  one w i l l  look good the re -  

a f t e r ,  while any o the r  w i l l  tend t o  look bad. Arguing purely h e u r i s t i -  

c a l l y ,  then, we may est imate  the  d i s t r i b u t i o n  of  computation f o r  a sequen- 

t i a l  decoder with a f in i t e - l eng th  code as follows. If t h e  code had in-  

f i n i t e  cons t ra in t  length,  then t h e  p robab i l i t y  t h a t  L o r  more words would 

have grea te r  l ikel ihood than t h e  cor rec t  word would be 

We may say approximately t h a t  

Let the  cons t ra in t  length a c t u a l l y  be 3 ; we have seen t h a t  t h i s  does 

not  a f f e c t  decoder operat ion u n t i l  paths remerge. O f  t h e  L sequences 
with grea te r  l ikel ihood than the  cor rec t  word, each one independently 

has p robab i l i t y  q-' 

r e c t  sequence, so the  p robab i l i t y  t h a t  none are merging with t h e  co r rec t  

word i s  

o f  terminat ing i n  t h e  same 9 l e t t e r s  as t h e  cor- 

which expression is bounded and approximated by 

Thus f o r  L q' , t h i s  f a c t o r  i s  near ly  1, while f o r  L q' , it be- 

g ins  t o  decrease exponent ia l ly  with L. Taking C' as t h e  number of  words 

with grea te r  l ikel ihood than the  most l i k e l y  sequence merging with t h e  

co r rec t  word, we have 



-A46- 

as an approximate expression f o r  the  computational d i s t r i b u t i o n  t o  be 

expected ~ i t h  the Frrnn algorithm and a f i n i t e  cons t r a in t  length.  
expression seems t o  d i f f e r  fundamentally from (95) i n  not imposing a 

s t r i c t  c e i l i n g  t o  the  number o f  computations poss ib le .  

become small r ap id ly  f o r  L > q 3  

same means as (95), given i n  (96), which suggests t h a t  i n  p rac t i ce  t h e  

p robab i l i t y  of bu f fe r  overflow can indeed be made neg l ig ib l e  without 

g r e a t  reduct ion o f  and thus increase i n  P r (  ).  This conjecture  

remains t o  be experimentally ve r i f i ed .  

This 

However, it does 

, and i n  f a c t  has approximately t h e  

Unterminated Tree Codes 

Aside from div id ing  code sequences i n t o  blocks and thus  giving the  

decoder an easy way t o  s tar t  o r  r e s t a r t ,  we have so far  discovered no 

advantage t o  terminat ing t r e e  codes. Moreover, terminat ion has t h e  d i s -  

advantage of  introducing a small r a t e  l o s s  from t h e  t r e e  code ra te ;  t h i s  

may be more o r  less object ionable  i n  i t s e l f ,  and a l s o  implies i n  equip- 

ment a more o r  less inconvenient buf fer ing  and clocking problem. 

the re fo re  motivated t o  ask whether we could dispense with terminat ion a l -  

toge ther .  

We are 

Before t r e a t i n g  t h e  resynchronization problem, w e  first deal with a 
more t r i v i a l  one. The Vi te rb i  algorithm never a c t u a l l y  makes a f i n a l  

choice on any source le t ter ,  as we described i t;  without terminat ion,  i t s  

q q  surv iv ing  sequences would just get longer and longer. Clear ly  any 
decoder i s  going t o  have t o  make a f i n a l  choice sometime. I n t u i t i v e l y ,  

it is c l e a r  t h a t ,  i f  one imposes a f i n a l  decis ion on branch i only when 

t h e  decoder has got ten f a r  enough beyond branch i ,  t h e  p robab i l i t y  of  mak- 
i ng  an otherwise unnecessary error at t h i s  po in t  can be made neg l ig ib l e .  

Rigorously, l e t  us suppose t h a t  the  decoder chooses t h e  s i n g l e  most l i k e l y  

sequence out  t o  branch i and f ixes  on t h e  f irst  le t te r  o f  t h a t  sequence 

as i t s  f i n a l  choice f o r  t h e  f i r s t  le t ter .  
decoding e r r o r  on the  first branch would be made by a maximum l ike l ihood 

decoder; t h a t  i s ,  a l l  sequences which unmerge a t  t h e  first branch and 

subsequently remerge have l e s s  l ikel ihood than  t h e  co r rec t  sequence. 

Then the  p robab i l i t y  o f  e r r o r  i s  t h e  p robab i l i t y  t h a t  some sequence which 

Let us suppose f u r t h e r  t h a t  no 
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d i f f e r s  from t h e  cor rec t  sequence i n  i t s  first l e t t e r  and does not sub- 

sequent ly  remerge before  branch i has g r e a t e r  l ike l ihood than the  se- 
quence o f  g rea t e s t  l ike l ihood which agrees with t h e  co r rec t  sequence i n  

the  first l e t t e r ;  t h i s  p robab i l i t y  is  c l e a r l y  less than t h e  p r o b a b i l i t y  

t h a t  some one of  t h e  t o t a l l y  unmerged sequences i s  more l i k e l y  than  t h e  

co r rec t  sequence i t s e l f .  But t h e r e  a re  approximately 

such t o t a l l y  unmerged sequences, forming a random block code (with condi- 

t i o n  2 ' )  of length N = i b  and r a t e  R = r, so t h a t  

Pr( E )  2 exp - N E ( R )  

= exp - ibE(r)  

Let us then choose i so t h a t  

t h a t  i s ,  t o  be  t h e  same mul t ip le  o f  a cons t r a in t  length as t h e  tree code 

exponent i s  o f  t he  block code exponent a t  rate r; then (102) becomes 

P r (  e) 1 exp - 3 b e ( r )  (104) 

and t h e  error p robab i l i t y  is  not increased by imposing a f i n a l  dec is ion  

a t  branch i. We comment t h a t  t h i s  shows t h a t  t he  advantage i n  perform- 

ance o f  t r e e  codes over block codes cannot be achieved without t h i s  s o r t  

of  suspended judgment, and t h a t  one may expect t h a t  tree code decoding 

algorithms which make f i n a l  decikions af ter  a cons t r a in t  length w i l l  have 

no b e t t e r  performance than block codes of t h e  same length.  

A s  f o r  resynchronization, w e  propose t h e  following modif icat ion of  

V i t e r b i ' s  algorithm. Pick an i n i t i a l  branch a t  which t o  s tar t .  There 



-A48- 

w i l l  be q ’ + 

t h a t  branch and the  9 preceding. 

same f i n a l  -3 l e t t e r s ,  choose tha t  which has g r e a t e s t  l ike l ihood on t h e  

f i r s t  branch alone; t hese  choices f o r  each o f  t h e  qS3 

t i o n s  give cf survivors .  

c a l c u l a t i n g  l ike l ihoods  only from t h e  i n i t i a l  branch onward. 

posed resynchronizing Vi te rb i  algorithm d i f f e r s  from t h e  o r i g i n a l  only 

i n  s t a r t i n g  t h e  computation of  l ikel ihoods at an a r b i t r a r y  branch. In 

p o s s i b i l i t i e s  f o r  t he  source let ters corresponding t o  

Among t h e  q or” these Which have ?he 

poss ib l e  termina- 

Continue normally with the  Vi te rb i  algorithm, 

This pro- 

terms of  the  t re l l is  p i c t u r e ,  t h i s  algorithm amounts t o  gluing a l l  q 3 

s t a r t i n g  nodes toge ther  a s  an i n i t i a l  node. 

We def ine  t h e  algorithm t o  be resynchronized when a l l  qJ survivors  
have remerged with the  co r rec t  path a t  some poin t .  

resynchronizat ion by tak ing  the  s ing le  most l i k e l y  of  t h e  q 3  

a t  branch i and discarding a l l  survivors which do not merge with it some- 

where between t h e  i n i t i a l  branch and branch i. 

c o r r e c t  sequence i s  discarded during t h i s  maneuver i s  t h e  p robab i l i t y  

t h a t  a f t e r  i branches some sequence which is  nowhere merged with t h e  cor- 

rect sequence i s  t h e  most probable, but as we have seen,  t h i s  p robab i l i t y  

is 

Suppose w e  assist t h e  

survivors  

The p robab i l i t y  t h a t  t h e  

P r (  1 ) ‘= exp - ibE(r )  

Thus i f  i i s  l a rge  enough, the  probabi l i ty  of not g e t t i n g  resynchronized 

by branch i can be made as small a s  one l i k e s .  O f  course t h i s  maneuver 

would not be necessary i n  p rac t i ce ;  t o t a l l y  unmerged sequences would be 

c a r r i e d  along as excess baggage unt i l  they e i t h e r  merged or became to -  

t a l l y  improbable and were discarded. 

d i t i o n a l  decoder complexity over t h e  q3 
t h a t  if t h e  decoder computational load i s  not f ixed  a t  q3 , as with t h e  

Vi t e rb i  algorithm, but va r i ab le ,  as with t h e  sequent ia l  Vi te rb i  algorithm 

or t he  Fano sequent ia l  decoding algorithm, t h e  computation w i l l  tend t o  

start off  a t  i t s  maximum value of q3 

s t a t i s t i c a l  behavior as resynchronization is achieved. However, if t h e  

Note t h a t  resynchronization is the re fo re  achievable  without any ad- 
normally required.  I t  i s  t r u e  

I 

and then  decrease t o  i t s  normal 
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maximum computational load L and the  cons t r a in t  length 9 have been chosen 

so  t h a t  

s ec t ion ,  then t h e r e  seems no reason why the  decoder should not ge t  over 

t h i s  i n i t i a l  t r a n s i e n t  and resume normal decoding. 

L is somewhat g rea t e r  than q 3  , as recommended i n  the  previous 

We conclude t h a t  an unterminated t r e e  code can be decoded without 

any l o s s  i n  performance by a decoder which makes f i n a l  dec is ions  some 

f ixed  number of cons t r a in t  lengths  a f t e r  it first g e t s  t o  a branch, and 

which resynch’ronizes by simply s t a r t i n g  decoding, counting l ike l ihoods  

from an a r b i t r a r y  i n i t i a l  branch, a s  long as t h e  maximum absorbable de- 

coding load i s  somewhat g rea t e r  than q3 , so t h a t  decoding e r r o r s  pre-  

dominate over bu f fe r  overflows. 

Summary and Conclusions 

Let us b r i e f l y  review our  more important r e s u l t s .  We have de ter -  

mined t h e  exact exponential  behavior o f  t he  p robab i l i t y  o f  e r r o r  o f  ran- 

dom t r e e  codes with maximum l ike l ihood decoding a t  a l l  rates. We have 

showed t h a t ,  when considered as block codes, terminated random t r e e  codes 

can be made t o  give p rec i se ly  the  same performance as random block codes 

a t  a l l  r a t e s ,  t h i s  performance being t h e  optimum performance a t  high 

r a t e s ;  then w e  have exhibi ted a t r e e  code decoding algorithm l e s s  complex 

than t h e  equivalent block code maximum l ike l ihood algorithm, namely t h e  

Vi te rb i  algorithm, thereby showing j u s t  wherein t h e  s u p e r i o r i t y  o f  t r e e  

codes over block codes l ies.  

t o  t h a t  of  block codes can be obtained i f  the  t r e e  code is  not terminated, 

and have demonstrated t h a t  t he  Vi te rb i  algorithm can be successfu l ly  modi- 

f i e d  t o  obtain resynchronization and t o  use only f i n i t e  memory when t h e  

t r e e  code is  unterminated. 

i d e n t i c a l  events when the  maximum computational load L ’= q’ 

r a t e  i s  at  l e a s t  Rcomp, we have e luc ida ted  t h e  bas i c  i n t e r r e l a t i o n s h i p  

between these two events ,  and drawn t h e  moral t h a t  i n  sequent ia l  decoders 

L and 9 ought t o  be chosen so t h a t  t h i s  equation approximately holds.  

We have estimated t h e  computational d i s t r i b u t i o n  with f i n i t e  cons t r a in t  

length codes and concluded t h a t  computational loads much g r e a t e r  than q 

We have observed t h a t  performance super ior  

By showing t h a t  bu f fe r  overflow and decoding e r r o r  a r e  asymptot ical ly  

and the  

4 



become very unl ike ly ,  so  t h a t  buf fer  overflow may be made rare. 
quen t i a l  decoding system suggested by these  r e s u l t s  would the re fo re  be 

one of  only moderate cons t r a in t  length,  with undetected e r r o r s  predominat- 

i ng  over overflows, and with no termination, t h e  rare overflow and i n i t i a l  

s t a r t u p  being handled by an automatic resynchronizer i n  which t h e  decoder 

would j u s t  simply s ta r t  decoding under each poss ib l e  assumption about pre- 

vious information b i t s .  

The se- 

The most obvious gap i n  these  arguments i s  t h e  f a i l u r e  t o  e s t a b l i s h  

r e s u l t s  f o r  V i t e rb i - l i ke  algorithms f o r  r a t e s  below R i d e n t i c a l  t o  
those  known t o  hold f o r  sequent ia l  decoding, i n  p a r t i c u l a r  t o  show t h a t  

t he  computational d i s t r i b u t i o n  can be made t o  be L- 9 (r) f o r  a l l  r a t e s .  

A s  we have conjectured e a r l i e r ,  the path t o  t h i s  r e s u l t  probably cons i s t s  

o f  s e t t i n g  up a l i s t -o f -L  Viterbi  algorithm, and obtaining expressions 

for t h e  p robab i l i t y  of tree code list decoding e r r o r  which would relate 

t o  the  block code l ist  r e s u l t s  by t h e  construct ion o f  Figure 3, but we 

have been stymied by t h e  necessi ty  of  accounting f o r  t h e  p o s s i b i l i t y  o f  

t h e  L incor rec t  sequences merging among themselves. This c e r t a i n l y  ap- 

pears  t o  be one o f  t h e  most i n t e r e s t i n g  open quest ions.  

comp 
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APPENDIX B. HORSEBACK ANALYSIS OF CONCATENATION SCHEMES 

In this appendix we develop a point of view about concatenated 
sequential decoding schemes, and use it in the invention and rough ariaiy- 

sis of a number of such schemes. 
Appendix A. 

We are guided by the considerations of 

Development of a Point of View 

In Appendix A we saw that with a tree code of large constraint 
length the essential limitation of sequential decoding schemes is the 
statistical behavior of the decoding computational load. In fact, the 
number of decoding computations per branch C follows the Pareto distri- 
bution: 

(1) 
where K is some constant, (experimentally, of the order of magnitude of 
l), and w(r)  is the Pareto exponent, which depends explicitly on the 
tree code rate r and implicitly on the channel statistics through 
Gallager's function Eo(f ).  

ac (r) is the solution to 
We showed in Appendix A that for r I Rl=Rcomp, 

€&U> c =  - = R e ;  
w 

(2) 

this relation apparently holds at all rates for sequential decoding. 
variable with a Pareto distribution in which the exponent OL is less than 
1 has an unbounded mean; a finite constraint length does bound the mean, as 
we saw in Appendix A, but it is still true that for oca1 the mean is rela- 
tively small while for oc<l it becomes very large. In fact, the rate r at 
which 
the practically usable rate of,a sequential decoding scheme. 
always less than capacity and sometimes significantly so. 

a white gaussian channel, in the limit of arbitrarily great bandwidth and 

A 

K = 1 ,  namely Rcomp=R1=Eo (l), seems to represent an upper limit to 
This rate is 

For example, on 
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arbitrarily fine receiver quantization, the channel is characterized 
by the Eo(? ) function for a very noisy channel: 

where C is the rate that 
information bit Eb/No of 
white gaussian channel. 

3 -t ‘ + 3  (3) 
would achieve a signal-to-noise ratio per 
g~ 2=.69=-1.6db, the Shannon limit for a 
Substituting y=l, we find that the sequential 

decoding limit is Eo(1)=C/2; thus sequential decoding seems to be 
practically bounded 3 db away from channel capacity. 

If we wish to get close to capacity, and in deep space 
telemetry we want every decibel we can get, we must find a way of 
taming the computational distribution so that it does not blow up 
at rates near capacity. Let us therefore recall the cause of the 
Pareto behavior of the decoding computation. 
that a decoding load of qv was t o  be expected whenever a decoder of 
decoding constraint length3 would have made an error; further, 
that with constraint length4 most error events involved unmerged 
sequences of length V/f& (in branches), where 

We saw in Appendix A 

ec=\ e \ -  
% ’  
ec=\ = \ -  7 ,  

d being the solution to (Z), and that such error events had probability 

Thus, as had been pointed out by earlier authors, we conclude that 
The statistics are predominantly due to the channel 
maintaining.a certain critical noisiness for a time T; 

The probability of a dhannel burst of the critical 
noisiness and length v goes down exponentially with T, 

while the resulting computational load goes up exponentially 
with 7, the ratio of these exponents being the Pareto 
exponent. 

1. 

2. 
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Suppose we then have a sequential decoder whose speed advantage 
is significantly greater than the average computational load, and whose 
maximum computational capacity (speed advantage times buffer size) is L. 
The above conclusions lead us to believe t h a t  all co~putatienel failures 
are due to a simple type of channel misbehavior, namely the channel 
maintaining the critical noisiness for the critical length of time 
required to cause just greater than L computations. Other types of 
channel 

1. 

2 .  

3.  

4.  

noise are disregarded for the following reasons: 
Noise bursts of the critical density but shorter than the 
critical length cause fewer than L computations; the decoder 
buffer will fill partially, but since the speed advantage is 
greater than the mean load, any such transients will most 
likely be dissipated by the time the next burst arrives. 
Noise bursts of the critical density but longer than the 
critical length are very rare, since the probability of 
such a noise burst goes down exponentially with length. 
Noise bursts of other than the critical density which lead 
to fewer than L computations can be disregarded for the 
reasons in 1. 
Noise bursts of other than the critical density which lead 
to L or more computations are rare, because they are 
governed by an exponential distribution with a greater 
exponent [ e(r,p)] than the exponent 
to the critical density. 
There results a simplistic picture which is useful for visualiz- 

c(r,&) which applies 

ing channel behavior. 
streams, for example, we have the picture below: 

Representing a rate - 1/2 code as two parallel 

The cross-hatched sections represent noise bursts of just the right 
critical length and density to dause a computational failure; all such 
events will be identical, and no other events need be considered. 
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EXamDle of Horseback Analvsis 

To show how the above point of view is useful in estimating 
the performance of concatenation-type schemes, we apply it to the first 
scheme of this class to be proposed and examined closely, the 'hybrid' 
scheme of Falconer [ 19671. 

Let the incoming information stream be separated into N-1 
parallel streams, and create an Nth - parallel stream by forming the 
mod 2 sum (parity check) of all information streams. Encode these N 
streams separately, for example in rate-1/2 systematic codes. Decode 
all these streams separately in parallel; however, when N-1 of the bits 
entering into any one parity check have been decoded (with acceptably 
high reliability), cease decoding the Nth - laggard stream, and simply 
calculate its value from the N-1 known bits. 

With this scheme a computational failure will occur only if 
it would have occurred in two of the independent parallel streams 
simultaneously. 
the noise (with N = 5): 

Thus to a failure belongs the following picture of 

YY YY 
M _a. . Y Y  YY 
na. nn 

* 

N Of course there are (2)  different ways in which such a noise burst 
can occur on 2 of the N streams. Nonetheless, we see that for a 
computational failure to occur, noise bursts of the critical density 
but involving twice the number of bits are required. But the probability 
of such a burst goes clown exponentially with the number of bits involved, 
and is therefore equal to the square of the original probability of 
decoding failure. 
Ld, the new probability will be proportional to 

I 

Thus if the original probability was proportional to 
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The effect is therefore to multiply the Pareto exponent by a factor 
of 2 .  

This result could also have been obtained by simply noting 
that the two overflow events are independent, and therefore 

(7) 
( L - ” ) ~  5 Pt (overflow) 6 (L -0c2  , 

where the lower bound comes from looking at two particular streams, 
and the upper, from the union bound. The previous analysis has the 
advantage, however, of being usable in cases where several parallel 
decoding processes are not independent, as will be the case below. 

Falconer-Type Schemes 

We now introduce a variety of concatenation schemes that have 
occurred to us, and use the point of view developed above to predict 
their performances as best we can. 

First, the independent channel type of scheme used as an 
example above is obviously extendable to more elaborate precoding than 
a simple parity check. 
form N-K parity check streams by use of an (N,  K) block code which has 
minimum distance D.Encode and decode each of the N resulting streams 
separately, using the block code to pick up any D-1 laggard streams. 
The resulting probability of decoding failure is proportional to L 
thus arbitrarily large exponents can be obtained. 
is equal to rK/N,  which for fixed D can be made as close as desired to 
the original rate r by increasing N .  

schemes considered by Falconer [1967]; we earlier [1966] made estimates 
of the parameters of such schemes suitable for the white gaussian 
channel, and determined the performance to be expected. 

Let there be K information streams; from them 

-D# . , 
The overall rate 

This is the general class of 

Implementation of this class of schemes is somewhat messier 
than might be desired. 
obtain a certain D, one would use a non-binary Reed-Solomon code, where 
K equals N-D+1 ,  the maximum value possible. Although encoding and 
erasure correction with such a code are straightforward, they are opera- 
tions of a character quite different from sequential decoding, involving 

In order to minimize the rate loss required to 
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finite field manipulations. In particular, erasure-correction requires 
an algorithm involving a sequence of finite field multiplications (pro- 
portional to N or to D2, whichever is larger) and a finite field division. 
Although finite field operations are particularly well suited to digital 
hardware, the need to introduce such a totally different decoding pro- 
cedure may be expected to increase decoding complexity rather signifi- 
cantly, 
codes are less efficient, however, and will therefore result in a 
larger rate loss or larger N. 

An alternative is to use an easily decoded binary code; binary 

Variations of  the Independent Subchannel Scheme 

Next, we propose variations on the above class of schemes. 
It will be helpful here and in the sequel to introduqe the delay 
operator notation for data streams; a series of bits 

c 3  , 

in the delay operator D. If we have N-1 information streams, for 
example, we can denote them 11 (D), I2 (D), ..., In-1 ( D ) .  An overall 
parity check on these streams is simply 

i6, c i ,  iL, 
... is represented by the polynomial 

I@) = 1, * + ikD t iLmL + t3B3 + - - *  ( 8 )  

where the sum is modulo 2 .  A convolutional encoder with input I(D) 
and shift register taps represented by G(D) produces a parity check 
P ( D )  = I(D)G(D), where again all operations are modulo 2; for example, 
the encoder 

3 has the generator polynomial G(D) = 1+D+D , and P(D) is related to 
* 

by 

(10) 
3 P ( D )  = (l+D+D )I (D) . 

In the scheme treated in the example, the N-1 information streams 

I; (D) and the sum stream S ( D )  were each encoded with a rate-1/2 
systematic convolutional encoder, so that 2N streams in all were 
transmitted. If we suppose that all generators are the same, say G(D), 
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then t h e  p a r i t y  streams gemrated m e  

P i  (D) = G(D)I; (D), 1 6  L- N - 1 ;  

P s ( D j  = G j D j S ( D ) .  C11) 

Correspondingly, l e t  t h e  received streams be denoted by I; '(D), 

S' (D) , P; ' (D), and Ps' (D), and the  e r r o r  sequences by 

E I ~  (D) = I., ' (D) + I i (D) 

Es(D) = S'(D) + S(D) 

Epi(D) = P ' (D) + P;(D) 

ss (D) = Ps' (D) + Ps (D) . 
Continuing with t h i s  same example, consider  t h e  time when a l l  

b u t  two of  t h e  p a r a l l e l  p a i r s  have been decoded up t o  some poin t ,  say 

I1'(D) - P,'(D) and 12'(D) - P2'(D). 

inc luding  S'(D) - Ps'(D)]. 

S(D) and I ;  (D) , 

[Any two would do as w e l l ,  

Presumably we know t h e  co r rec t  values  of  

d 1, 2 ,  and hence a l s o  

S(D) +NG C -  I;(D) = I1(D) + I2(D). 

Let us then form t h e  two streams 

12"(D) = I2'(D) + I1(D) + I2(D) 

P2"(D) = P2'(D) + [Ii(D) + Iz(D)]G(D). 

By simple s u b s t i t u t i o n  

I1'(D) = I1(D) + EI1(D) 

P I '  (D) = I1(D)G(D) + Epl(D) 

I 2 W )  = I p )  + EI2(D) 

P2l1(D) = 11 (D) G (D) + Ep2(D). (15) 

These four streams may therefore  be decoded toge ther  as a ra te -1 /4  

code f o r  I1(D); 12(D) can o f  course then be determined from t h e  p a r i t y  

check. 

What s o r t  of  exponent does t h i s  v a r i a t i o n  have, i n  comparison 

t o  t h e  20( which t h e  o r i g i n a l  scheme would give? There are now two 
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types of computational failures. 
been a computational failure in three or more streams independently: 

The first occurs when there would have 

and thus has an exponent 3% . 
have a noise burst so bad that it defeats a rate-1/4 code: 

The second occurs when two streams 

which event will have the exponent &(1/4) appropriate to a rate-1/4 
code. Thus the question is whether ~(1/4) exceeds 2 ac(1/2). Now 
oc(R) is the solution to 

thus 

bt(1/4) = 4Eo[~(1/4)] 2 4Eo[~(1/2)] = 2u(1/2), (17) 

where we use the fact that E ( 

Thus, we always improve the exponent with this particular stratagem. 
No additional rate loss is involved; there is however, a need for a 
separate rate-1/4 decoder, involving additional decoding complexity. 

One could further consider intervening in this way when N 

) is a non-decreasing function of e . 
O f  

streams remained undecoded, N ‘ 2 .  

min 1 (N+l) bc (1/2), d [1/2(1-1/N)]] for a rate-1/2 code, or 

The resulting exponent would then be 

min (N+l) bL(R), [R(l-l/N)]j (18) 

in general for a code of rate R. Since the former quantity increases 
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or 

This will always hold for N=2, as above, but higher values of N are 
justified only at the rates closest to capacity. 

Finally, the same stratagem can be used when there is more 
than one redundant stream; the analysis is similar. 

A final variation would be to precode with a convolutional 
code of rate K/N capable of correcting D-1 erasure bursts, rather than 
with a block code. This would also give an exponent of Dac, and might 
very well have some implementational advantages. 
does so depends on the properties of such codes, which we have not had 
time to examine. 

Whether o r  not it 

Mixed Subchannel Schemes 

By not transmitting the redundant information stream, we 
can cut the rate loss at the cost of a lesser exponent. 
of such a scheme is the following. 
I; (D), 1 L _ ; S  N-1. 

An example 
Let theinformationstreams be 

Let 

P1(D) = 11(D)G(D) 

P2(D) = EI1(D) + 12(D)IG(D) 

PN(D) = IN-1 (Dl J (21) 

P;(D) = [Ii-l(D) + I;(D)]G(D), 2 C E N-1 

where G(D) is some generator polynomial of a rate-1/2 systematic 
convolutional code. The overall rate is now (N-l)/(ZN-l), which is 
closer to 1/2 than the independent subchannel scheme above €or the 
same N. 
simultaneously decoding Ill(D) - Pll(D) and IN-~'(D) - PN'(D) as rate-1/2 

The decoding procedure for such a scheme would be to start by 
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codes; when I1(D) i s  decoded, then form 

P2"(D) = P2'(D) + Il(D)G(D) 

= 12(D)G(D) + $2(D) (22) 

and decode I*(D)-P2'I(D), and s i m i l a r l y  work up from t h e  bottom; s t o p  

when a l l  I (D) have been decoded from one d i r e c t i o n  or  t h e  o ther .  

A t yp ica l  f a i l u r e  p a t t e r n  might then be ( fo r  N=4): 

We see  tha t  i f  one received p a r i t y  stream i s  p a r t i c u l a r l y  noisy it 

can be ignored. This scheme w i l l  be f r u s t r a t e d  i f  both t h e  p a r i t y  

streams associated with an information stream and t h e  information 

stream i t s e l f  have t h e  c r i t i c a l  length and dens i ty ,  as i l l u s t r a t e d  

above; the  b i t s  involved a r e  3 /2  t he  number o r d i n a r i l y  involved, s o  
we would expect an exponent of (3/2)al for t h i s  scheme. 

This scheme can be improved i n  the  same way as was done 

above, by invoking a ra te -1 /3  decoder when only one information stream 
and two p a r i t y  streams remain t o  be decoded, o r  i n  general  a r a t e  

N/(2N+l) decoder when only 2N+1  streams remain. As above, t he  ra te -1 /3  

decoder w i l l  always improve t h e  exponent, but e a r l i e r  in te rvent ions  

a r e  j u s t i f i e d  only a t  r a t e s  near  capaci ty .  

These ideas  can be extended t o  give g rea t e r  exponents i n  

an i n t e r e s t i n g  but probably unprof i tab le  way. 

t h e  general p r inc ip l e .  

below: 

A few examples w i l l  show 

Consider t h e  r egu la r  geometrical construct ions * 



In these figures the symbol 
x represents a parity stream. The parity streams are formed by taking 
the mod 2 sum of the information streams connected to the parity stream 
by the lines of the figures and encoding the sum with a convolutional 
encoder whose generator polynomial is G(D): 

o represents an information stream, and 

P(D) = 1% 1 i ( D ) I G ( D ) .  (23) 

Decoding is began at the corners in the upper figures and at the bor- 
ders in the lower figures, and continues by the 'subtracting out' of 
already decoded streams, as above. 
can be approached from b different directions, where 8-= 3 on the left 
and &=4 on the right; it is fairly easy to convince oneself that no 
computational failure can occur unless there are noise bursts of the 
critical length and density in at least*& parity streams and one infor- 
mation stream, so that the expected exponent would be [(d+1)/2]ar. 
However, the excess of the number of parity streams over information 
streams, rather than being constant, goes up as the square root of the 
number of information streams. Therefore, while the overall rate will 
approach 1/2 with increasing numbers of streams, it does so relatively 
slowly, so that one would expect relatively large patterns, implying 
decoding complexity. 

Each one of the information streams 

I 
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These same patterns can be used in an independent subchannel 
type of scheme by generating more than one parity stream for each x 

and not transmitting the information stream. 
ing exponent will be (d+l)&; it is apparent that this is just a geo- 
metric way of constructing a code of minimum distance D=d+l, and not a 
very efficient code at that, although with it erasure-correction is 
very simple. 

In this case the result- 

Reverse Decodinp 

Ordinarily convolutional codes are periodically resynchronized 
by the insertion of a constraint length of fixed dummy bits in the 
information stream. Convolutional codes may also be automatically 
resynchronized, as we saw in Appendix A. 
the possibility exists of starting at a point at which the decoder is 
resynchronized and decoding backwards. With a systematic code, such 
reverse decoding can be expected to have some of the effects of 
concatenation, but without any rate loss in comparison to the conventional 
system. 

With either of these methods, 

Consider a rate-l/2 systematic code of constraint length 3 ; 
that is, the encoding polynomial G(D) has degree 9 .  
encoding equation, we have the convolution 

Writing out the 

are always equal to 1. Normally, a sequential 
decoder hypothesizes the information bits in order of increasing 
subscript; each new hypothesis then depends on examination of the received 
bits 

where 9. and 9.) 

s ‘k 
+ Q ; I L  

if the quantity in parentheses is assumed known, then we have two 
separate estimates of ;k, which permit a reasonable hypothesis. On 
the other hand, when decoding in the reverse direction, the information 
bits are hypothesized in order of decreasing subscript, so that the 
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hypothesis of c t  mst be based on t h e  r e  eived b i t s  

Where again t h e  quant i ty  i n  parentheses may be assumed known at t h e  

t ime of hypothesizing 

wi th  lk i s  skewed by 3 b i t s  i n  the  reverse  decoding; if J i s  l a rge  

enough, t h i s  suggests t h a t  t h e  forward and backward p a r i t y  streams 

assoc ia ted  with t h e  information stream may be almost independent. 

Suppose then w e  adopt t he  s t ra tegy  of  decoding from both ends simul- 

taneously.  In t h e  terms of our  horseback ana lys i s ,  t h e  p a t t e r n s  r e -  

qu i red  f o r  computational f a i l u r e  would be 

. We observe t h a t  t h e  p a r i t y  b i t  assoc ia ted  

. Y .. nnmm Y 
A w 

o r  

which would lead t o  an est imate  of  (3/2b( f o r  t h e  Pareto exponent, f o r  

small values of  t h e  computational va r i ab le  L .  For l a r g e r  values of L, 
t h e  c r i t i c a l  length w i l l  begin t o  exceed t h e  cons t r a in t  length 3 , 
as we saw i n  Appendix A; then the f a i l u r e  p a t t e r n  w i l l  be 

and t h e  exponent should begin t o  decrease toward & . Fina l ly ,  f o r  L 7  
t h e  computational d i s t r i b u t i o n  w i l l  begin t o  f a l l  o f f  very r ap id ly ,  as 
it  does i n  t h e  ordinary case.  
.Qq P~(c>c) versus Ll L would be expected t o  be 

Thus the  general  shape of t h e  curve of  
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The hope would be that the constraint length would be sufficiently long 
that the range of L in whichtx is multiplied by 3/2 would be the range 
of practical interest. 

One virtue of reverse decoding is that it may be applied in 
combination with any of the other concatenation techniques without much 
additional complexity or any additional rate loss, to give an effective 
multiplication of the exponent otherwise attainable by 1.5. 
although the expected gain is not remarkable, it comes almost for free, 
and can be obtained in addition to whatever can be obtained otherwise; 
for example, it would seem almost certainly preferable to get an expo- 
nent of 3a( by using one of the earlier schemes to get 2~ and using 
reverse decoding than by relying on one of the earlier schemes by 
itself. 

Thus 

We have been able to extend the reverse decoding idea with 
a geometrical approach like that described earlier, which is again 
interesting though not necessarily useful. 
first lays out the information bits in a n-dimensional regular array, 

Imagine an encoder which 

such as the 2-dimensional rectangular array below. 

. . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . .  

. . o o o o o . . o o o o o . . o  

. . o o o o o . . o o o o o . . o  

. . o o o o o . . o o o o o . . o  

. . o o o , o o .  . o o o o o .  . o  

. . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . .  

. . o o o o o . . o o o o o . . o  
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e 

Here the open c i r c l e s  die infermation b i t s ,  and the  do t s  f ixed  dummy 

b i t s ;  t h e  l a t t e r  form borders around blocks of information b i t s .  

l e t  t h e r e  be one p a r i t y  b i t  f o r  each information o r  dummy b i t  i n  

t h i s  i n f i n i t e  a r ray ,  and l e t  each p a r i t y  b i t  be the  mod 2 sum of d 
f ixed  p a t t e r n  of  b i t s  i n  t h e  corresponding square t h r e e  b i t s  on a 

s i d e .  For example, i f  we l a b e l  the information b i t s  i j k ,  then we 

might have 

Now 

making sure  t h a t  a l l  t h e  corners  of t h e  square are represented.  Then 

it i s  poss ib l e  t o  begin decoding any block a t  any corner ,  and any b i t  

may be reached i n  decoding from any of  4 d i f f e r e n t  d i r ec t ions .  

d i r e c t i o n  a d i f f e r e n t  p a r i t y  b i t  i s  assoc ia ted  with the  hypothesis of 

a p a r t i c u l a r  information b i t .  Although it i s  not  obvious how bes t  t o  

cons t ruc t  a sequent ia l  decoder f o r  such a code, o the r  than s e t t i n g  an 

ordinary decoder t o  run along rows and columns, we might hope for an 

exponent of  (5/2) k . 

In each 

This scheme can clearly be extended t o  higher  dimensions and 

o the r  types o f  r egu la r  arrays. 
l a r g e  r a t i o  of border b i t s  t o  information b i t s ,  p a r t i c u l a r l y  i n  t h e  

higher  dimensions, with a consequently high rate l o s s .  

I t s  major t h e o r e t i c a l  drawback i s  t h e  

Cross-Coupled Coding 

Fina l ly ,  we mention a provocative idea which seems t o  promise 

some of t h e  v i r t u e s  of  concatenation with no r a t e  l o s s  whatsoever, by 

using a code which i s  decodable by two d i f f e r e n t  convolutional decoders. 

Consider t h e  rate-2/4 code made up of two p a r a l l e l  ra te-1/2 codes which 

i s  i l l u s t r a t e d  below: 
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The f i rs t  p a r i t y  stream i s  t h e  sum of a set of r ecen t ly  t ransmi t ted  b i t s  

from the  first information stream, and a s e t  of b i t s  t ransmi t ted  some 

time previously i n  t h e  second information stream; t h e  second p a r i t y  

stream, v ice  versa .  Thus t h e  encoding equations might be 

P1(D) = G(D)Il(D) + G(D)12(D)Dn 

P2(D) = G(D)Il(D)Dn + G(D)Iz(D). (28) 

Decoding would begin with two independent ra te -1 /2  sequent ia l  

As long decoders working on t h e  p a i r s  11'(D)-P1'(D) and 12'(D)-P2'(D). 

as t h e  two decoders advanced a t  roughly the  same rate,  t h e  e f f e c t s  of 

I2(D) i n  P1(D) or of  I1(D) i n  P2(D) could be subt rac ted  out .  However, 
i f  one decoder ran  i n t o  a d i f f i c u l t  search,  t he  o ther ,  say  t h e  f irst ,  
would eventual ly  ge t  n b i t s  ahead. 

t o  a rate-2/4 decoder decoding t h e  four  streams 

Then t h e  s t r a t e g y  would be t o  switch 

11'(D) = I1(D) + EIl(D> 
P1'(D) = Ii(D)G(D) + G(D)I2(D)Dn +Epl(D) 

P2'  (D)Dn = (G(D)Il(D)D2") + G(D)12(D)Dn + Ep2(D)Dn 

12'(D)Dn = 12(D)Dn + EI2(D)Dn (29) 

f o r  t h e  two information streams I1(D) and 12(D)Dn. [The I1(D) informa- 

t i o n  b i t s  2n b i t s  e a r l i e r ,  i n  parentheses ,  would be assumed known.] As 

soon a s  I2(D) was over t h e  hump, t h e  decoder would r e t u r n  t o  the . former  

s t r a t e g y .  

Estimating t h e  performance of t h i s  s t r a t e g y  i s  a b i t  t r i c k y .  

Computational f a i l u r e s  with a ra te -2 /4  code w i l l  be caused by noise  

b u r s t s  of  the same dens i ty  but h a l f  t h e  length (though t h e  same length 

i n  t o t a l  b i t s )  as with a rate-1/2 code. That is, t h e  two f a i l u r e s  

look l i k e  



. 

B17 

Tl.--..C r,r,=+F;L~re the cross-cocpled cede w i l l  c e r t a i n l y  be defeated by a noise  

b u r s t  of t h e  following form: 

VYY 

Thus t h e  most we can ge t  is an exponent of 3 / 2 4 .  

even ge t  t h i s  much. F i r s t ,  t h e  cross-coupled code is  a p a r t i c u l a r l y  

lousy rate-2/4 code, and although t h e  computational behavior of  a 

sequent ia l  decoder seems almost t o t a l l y  i n s e n s i t i v e  t o  q u a l i t y ,  some 

degradation i n  t h e  exponent might occur. Second, given a c r i t i c a l  

no ise  burs t  i n  12'(D)-P2'(D), there  might be some noise  b u r s t  i n  t he  

o t h e r  p a i r  more l i k e l y  than t h a t  i l l u s t r a t e d  above which would lead 

t o  computational f a i l u r e .  

However, we may not 

An a l t e r n a t e  appl icat ion of t hese  ideas ,  which is  somewhat more 

e legant ,  but which depends on the a b i l i t y  of a sequent ia l  decoder t o  

resynchronize,  would involve a simple ra te -1 /2  code with the  following 

encoder: 

In  o the r  words, 

P(D) = I(D)G1(D) + I(D)G2(D)Dn, (30) 
where n is  l a rge  enough t h a t  an ordinary sequent ia l  decoder can cer -  

t a i n l y  resynchronize i t s e l f  i n  n b i t s .  

might be in se r t ed  every n b i t s . '  Ord inar i ly ,  t he  decoder would be 

For ins tance ,  a f ixed  sequence 
b 
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assumed to know the information bits from n time units previous, and 
would decode I1(D) - P'(D) using only the front end of the shift regis- 
ter; thus as long as no failures occurred the behavior would be precisely 
that of an ordinary rate-1/2 sequential decoder with the code generated 

by G1(D). 
skip ahead and obtain resynchronization, presumably before the undecoded 
bits reached the right end of the shift register. When they did so, the 
decoder would consider the four following streams simultaneously: 

In the event of computational failure, the decoder would 

I' (D) = I (D) +EI(D) 
P' (D) = I (D)G1(D) + I(D)G2(D)Dn 
I' (D)Dn = I(D)Dn +E1(D)Dn 
P' (D)Dn = I (D)G1(D)Dn + [I(D)G,(D)Dzn] + E (D)Dn P 

where the quantity in brackets would be assumed known and subtracted 
out. 
the two information streams I(D) and I(D)Dn, and can be decoded as such. 
As soon as the undecoded section of I(D)Dn is decoded, ordinary rate-1/2 
decoding would be resumed. 
exactly as above; in particular, the pattern 

These four streams are then the equivalent of a rate-2/4 code in 

The analysis of computational failures is 

must lead t o  failure, and there may be worse, so the improvement is no 
better than 3/20<. 

Extensions of this approach come to mind immediately; clearly 
one could add more and more clumps of generators. 
spacing of the generators and the rules for changing modes then becomes 
quite a complex problem. 

In conclusion, the improvement in exponent with these strategies 

How to choose the 

is no more than 3/2, and may not even be that much. However, the ideas 
involved here are very interesting, in that they show that no rate loss 
is necessary in principle to realize an improvement in computational 
behavior; the essential principle seems to be to set up the code so that 
the decoder can operate in any of a number of alternate modes, thus 
forcing the noise to gang up on you in several places simultaneously. 

I 
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Conclusions 

In this appendix we have developed a point of view about what 
causes computational failures in sequential decoding schemes, and we 
have used this nnint r---- - of view t o  estimate the performance of a grab bag 
of different schemes. 
reverse decoding and cross-coupled coding, involve some rate loss, and 
all involve increased decoding complexity; however, all also result in 
an improvement in Pareto exponent which more than compensates for  the 
rate loss, since in every scheme the rate loss may be made to approach 
zero without changing the improved Pareto exponent. 
schemes clearly emerges as the most desirable, however; we simply now 
have a lot of methods to try. 

Most of these schemes, with the exception of 

None of these 

One has the feeling that the ultimate scheme remains to be 
invented. 
provision of alternate methods of decoding any particular information 
bit or stream, so that the noise is forced to be bad in several places 
at once. The way this is done in all these schemes seems more o r  less 
brute force and inelegant; one imagines there must be some way the same 
effect could be achieved easily and naturally. 
a scheme is certainly the most important question left open by this 
appendix . 

The central notion uniting all the schemes discussed is the 

The existence of such 

. 
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APPENDIX C 

SIMULATIONS 

In this appendix, we describe simulations whose purpose was 
to assess the validity of the analysis methods of Appendix B by com- 
paring actual performance with predictions for a few simple schemes. 
We shall first describe the schemes we chose to simulate and the features 
of the simulation programs, and then exhibit and discuss the results 
obtained. 

Basic Codinn Scheme 

All the schemes described in Appendix B start with an ordinary 
convolutional code and a sequential decoder which when used on a memory- 
less channel has a Pareto computational distribution with exponent o( . 
To minimize programming effort and maximize simulation speed, we chose 
the simplest possible such scheme, a rate-1/2 
a binary symmetric channel with variable crossover (error) probability 

p. 

systematic code used on 

The Pareto exponent o( of such a scheme is given as the solution to 

€,Cd 

9 

) c 

\ 
I oc 
- -  

where Gallager's function Eo( ) is given in bits by 

for a binary symmetric channel. 
ically in Figure 1. 

The solution to (1) is depicted graph- 

Though this basic coding scheme is a simple one, we expect 
that our results are generally valid, since our analyses in Appendix B 
led us to believe that the overall Pareto exponent with a concatenation 
scheme would be some simple multiple of the Pareto exponent of the basic 
scheme, so that the Pareto exponent is the only important parameter of 
the basic code. I 

We are more particularly concerned with the db improvements 
that can be obtained on the white gaussian channel. We would expect to 

* 
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--- UJG a 3LllGll lG --L--- -I.;& W I I A b . .  e.--- ~ C W P  ac effective exponent m u l t i p l i e r  of M by 

s t a r t i n g  with a bas ic  scheme o f  exponent 1 / M ,  and g e t t i n g  an over -a l l  

exponent of 1; the  r e s u l t i n g  s ignal- to-noise  r a t i o  pe r  information b i t  

(E /N ) would be t h a t  o f  t h e  basic  scheme times t h e  inverse  or” Zhe b o  
scheme’s rate loss .  

f o r  a rate-1/2 code with hard decis ion demodulation on’ a white 

gaussian channel. 

1/4 a r e  . 8  db, 1 .2  db, 1.6 db, and 2.0 db respec t ive ly  below t h e  Eb/No a t  
which =1, which measures the  po ten t i a l  gain with schemes of m u l t i p l i e r  

3/2 through 4 .  

1 / 2  nor  hard decis ion demodulation. However, we be l i eve  t h a t  t hese  

f igu res  w i l l  be accurate  t o  within t en ths  of  a db f o r  any PSK scheme. 

As support  f o r  t h i s  content ion,  we sketch i n  Figure 3 t h e  same curve f o r  

t h e  c l a s s  o f  schemes i n  which the rate is very small and r ece ive r  quant i -  

za t ion  very f i n e ,  where t h e  r e s u l t s  f o r  t h e  very noise  channel apply; f o r  

t h i s  c l a s s ,  which i s  a t  the  opposite end o f  t h e  spectrum from t h e  rate-1/2 

hard dec is ion  scheme, t h e  f igures  above a r e  accura te  t o  within .1 db. 

Figure 2 gives g as a funct ion o f t h e  bas i c  Eb/No 

We see  t h a t  the Eb/No a t  which *=2/3,  1 / 2 ,  1/3, and 

O f  course,  normally one would want t o  use n e i t h e r  rate 

The bas i c  code used was one of  cons t r a in t  length 33 ( 3  =32 i n  

t h e  terminology of Appendix A) ,  with t h e  t aps  o f  t h e  p a r i t y  generator  

given i n  o c t a l  no ta t ion  by 71547370131. 

as a na tu ra l  and convenient length t o  use with a 16-b i t  general-purpose 

computer; t he  code i tself  was chosen, from among severa l  o f  t h e  same 

length  known t o  be f a i r l y  good, as  t h a t  having t h e  lowest undetected e r r o r  

p r o b a b i l i t y  i n  some shor t  preliminary runs.  

t o  i t s  performance when used backwards. 

code were used t o  check out  hypotheses concerning cons t r a in t  lengths;  

t hese  were t h e  length 24 code 7514737 and the  (symmetric) length 15 

code 71547. 

N up t o  512, with the  last  b i t s  s e t  t o  a f ixed  a l l - z e r o  sequence t o  

s imulate  resynchronization. 

The cons t r a in t  length was chosen 

No cons idera t ion  was given 

Shortened vers ions o f  t h e  same 

Information sequences were arranged i n t o  frames o f  length 

The decoder was a va r i an t  o f  t h e  Gallager vers ion o f  t h e  Fano 
I 

algorithm adapted s p e c i f i c a l l y  t o  a rate-1/2 b inary  output code. 

met r ic  increments used were i n  the r a t i o  of +1 f o r  a b i t  hypothesis i n  

The 
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agreement w i t h  what was received and -9 f o r  a disagreement, or on a p e r  

branch bas is  (with two b i t s  pe r  branch) +2,  -8, and -18; t h i s  i s  approxi- 

mately optimum near  p=.O45, where w is  near  one. 

was 4 ,  i n  t h e  same sca l ing .  

was such t h a t  t h e  branch on which t h e  hypothesized b i t  was equal t o  t h e  

received information b i t  was always examined f i rs t ,  except t h a t  only 

information b i t s  equal t o  zero were permit ted i n  t h e  last cons t r a in t  

length.  

ward moves, t h e  former being any memory re ference  t o  a branch a f t e r  

the  current  branch, and t h e  l a t t e r  t h e  opposi te ,  t h e  d e f i n i t i o n  of  

cur ren t  branch changing with each move. Since it follows t h a t ,  i n  de- 

coding a frame, forward moves always exceed backwards moves by exac t ly  

a frame length,  only backwards moves were counted; f u r t h e r ,  t hese  moves 

were counted only i n  u n i t s  of  a computational quantum Q. 

The threshold  spacing 

The order ing  of t h e  examination o f  branches 

Decoding computations were defined as e i t h e r  forward or back- 

16 Whenever t h e  t o t a l  number o f  computational quanta exceeded 2 

overflow was declared,  and decoding on t h a t  frame terminated. In  

a l l  frames i n  which the re  was no overflow, t h e  decoded frame was checked 

f o r  decoding e r r o r s ,  and the  t o t a l  number o f  information b i t  e r r o r s  

p r in t ed  out.  

, an 

Since t h e  decoding algorithm used a symmetric data-dependent 

branch ordering, we could assume t h a t  t h e  a l l - z e r o  information sequence 

was always t ransmi t ted  without b i a s  t o  t h e  r e s u l t s .  Channel e r r o r s  were 

simulated by a random number generator  cons t ruc tedas  follows. A primi- 

t i v e  polynomial of degree 32, 41760427607 i n  o c t a l  no ta t ion ,  was used as 
the  generator polynomial o f  a simulated maximum length s h i f t  r e g i s t e r  

generat ing a sequence of per iod 232-l .  

maximum length sequence were assumed t o  be independent random in t ege r s  

evenly d i s t r i b u t e d  between 0 and 255. 

f ixed  in teger ,  e r r o r  p r o b a b i l i t i e s  ranging from 0 t o  255/256 i n  s t e p s  

o f  11256 could be obtained. 

Successive 8-b i t  segments o f  t h i s  

By comparing these  in t ege r s  t o  a 

Schemes Simulated . 
Three basic  schemes were simulated: forward, forward-backward, 

and side-by-side.  
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The fwward scheme was simply nrdinary sequential decoding 
of the rate - 1/2 systematic code resynchronized every N information bits. 
This simulation had the purpose of establishing the basic computational 
distribution and probability of error as a function of code constraint 
length and channel probability of error. 

The forward-backward scheme was a simulation of the simultaneous 
decoding of a single resynchronized frame from both ends, the reverse 
decoding of Appendix B. The decoder was time-shared between the two 
directions of decoding, switching from one to another after each com- 
putational quantum of Q backward moves. Decoding terminated whenever 
the complete frame was decoded in either direction; the computational 
variable measured was the total number of computational quanta used 
in the forward direction, o r  half the total number of quanta. 

The side-by-side scheme was a simulation of the simplest 
mixed subchannel scheme of Appendix B with N=l; in other words, two 
independent parity streams were generated from a single information 
stream and all three streams were transmitted. The decoder was time- 
shared between the decoding of the received information stream and the 
first received parity stream as one rate-1/2 code, and the received 
information stream and the second parity stream as another. 
a switch was made after each computational quantum Q on one pair, and 
the computational variable measured was the total computational quanta f o r  

one of the decodings to terminate, o r  half the total computational quanta. 

Again, 

Results and Discussion 

Figures 4-6 show the computational distribution obtained for 
each of the three schemes at error probabilitiesof 9/256, 12/256, 15/256, 
and 18/256. 
the code used was the one of constraint length 33, the computational 
quantum was 4,  and the total number of frames was 213-8192. 
run involved about a million (2”) bits; running times on a DDP-116 
ranged from 5 to 40 minutes per run. 
represents the total number of frames out of 8192 that the number of 
computational quanta exceeded 2*, 16. 

In all these runs, the frame length was taken to be 128 bits, 

Thus each 

‘ 
The graphs are log-log; each point 
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, 

Since the graphs are log-log, a Pareto distribution would 
appear as a straight line. Indeed, one can fit a straight line quite 
accurately to these curves in the upper ranges, and thereby obtain an 
estimate of the observed Pareto exponent. We believe that such esti- 
mates can be made to an accuracy of about k.05. The observed exponents 

d ,  appear in Table I. We also include for the forward scheme the 
theoretically predicted Pareto exponent && , and for the other two 
schemes, the values of 3/2 o(, and pt, which are suggested by the 
analyses of Appendix B. Finally, we tabulate the frame overflow 
probability pof, and the frame and bit error probabilities Pef and Peb 
in decoded frames, 

Scheme E 

Forward 9/256 
Forward 12/256 
Forward 15/256 
Forward 18/256 
Forward- 
Backward 9/256 
Forward- 
Backward 12/256 
Forward- 
Backward 15/256 
Forward- 
Backward 18/256 
Side-by- 
Side 9/256 

Side 12/256 
Side-by- 
Side 15/256 
Side-by- 
Side 18/256 

c Side-by- 

MO - 
1.51 
1.11 
.80 
.63 

1.85 

1.51 

1.07 

.79 

2.17 

1.66 

1.21 

.88 

31 Qo - 
- 
- 
- 
- 

2.26 

1.66 

1.20 

.94 

2.26 

1.66 

1.20 

.94 
8 

3/ 2% - 
- 
- 
- 
- 

1.92 

1.42 

.98 

.74 

1.92 

1.42 

.98 

.74 

Pof - 
0 

0 

6.1(-4) 
3.2(-3) 

0 

0 

2.4(-4) 

8.6(-4) 

0 

0 

0 

4.9 (-4) 

Pef peb 

2.4(-4) 
8.6(-4) 
5.9 (-3) 
1.6(-2) 

2.4(-4) 

7.3 (-4) 

2.1(-3) 

1 . 0 (-2) 

0 

2.4(-4) 

8.6(-4) 

3.8(-3) 

1.4(-5) 
6.7 (-5) 
5.4(-4) 
1.7(-3) 

1.4(-5) 

4.7(-5) 

2.1(-4) 

9.9(-4) 

- 

- 

- 

- 
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The first thing to be noted about these results is the consid- 
erable disparity between the predicted Pareto exponent and that actually 
observed, the latter being considerably superior at each error probability. 
As this behavior is inconsistent with all the previous experiments of 
which we know, (except those on the Pioneer code; see the Interim Report 
C1964,pp. 41-42), it strongly suggests a defect in the simulation. 
spent some effort attempting to isolate this defect, considering the 
following possibilities: 

We 

1. The frame length is only four times the constraint length 
and could therefore be too short. However, we ran a number of runs with 
a frame length four times greater (N=512) and got identical exponents. 

2 .  Not all moves might be being counted. However, first of 
all, the program is set up so that all moves end with either a forward 
o r  backward transfer, involving one of two subroutines, so that each 
gets apparently identical treatment. Moreover, if a fixed percentage of 
computations were not counted, we would still observe the same exponent; 
it would be necessary that the percentage of computations counted decrease 
with the length of the run just so as to give a straight line on a log-log 
plot. This seems unlikely. 

3 .  The random number generator could be misbehaving. However, 
in extensive test runs the first-order error probabilities were observed 
to be correct; correlations tending to cluster errors would hurt the 
decoder performance; so the only possibility is that some sort of anti- 
correlation was introduced which aided the decoder. This also seems 
unlike 1 y . 

Between the unlikelihood of our observed results and the unlikeli- 
hood of the possible explanations, we are unsure which to choose.' Fortun- 
atley, we can develop our principal conclusions without a choice. We must 
warn, however, that all our conclusions should be read in the light of 
the possibility of a basic fault in the simulation.* 

' 
Accepting the observed exponent as valid, we find that our 

hypothesis that the side-by-side scheme would have an exponent multiplier 

*Note added in final typing. Further simulations show that the distribution 
assumes the theoretical exponent et for larger L and lower Pr(C> L), and 
the exponentdo observed in the lower ranges is due to counting computations 
per frame rather than per bit. Our results may therefore be believed. 
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of 3/2 is in complete agreement with the experimental results. At the 
extreme probabilities, observed performance is slightly below the pre- 
dicted, though within the range of experimental error; possibly this is 
an indication of a real effect which sets in outside the neighborhood 
of K=1. We consider these results a confirmation of the substantial 
validity of our horseback analysis methods. 

The forward-backward simulations do not make quite as pretty 
a picture, but are not at all discouraging. The bulk, but not all, of 
the expected improvement in exponent was obtained at all probabilities 
but the lowest; the difference from the side-by-side values is large 
enough and consistent enough to be significant and not the result of 
experimental error. Secondly, the curves are quite close to ideally 
Pareto; there is only a hint in the lower regions of the two upper curves 
of the complicated double-knee behavior foreseen in Appendix B. 

Let us consider possible explanations for these two discre- 
pancies between prediction and observation. 
exponent, the first possibility is that the backward code is consider- 
ably inferior to the forward. Figure 7 displays the distribution of 
computation measured for each; the backward code does have a larger 
coefficient than the forward, but only a marginally worse exponent 
(1.08 against l.ll), which would lead us to think that the same noise 
bursts were dominating the distribution, but that the backward code 
takes a longer search to surmount a burst than the forward; the exponent 
of the combined scheme should then still be (3/2)6( . A much more 
plausible explanation is that the pictures we drew of computational 
failure patterns were a little too simple; there is some spread in the 
lengths of the noise bursts which give a certain amount of computation, 
and some may exceed a constraint length; two slightly separated noise 
bursts are more than just twice as bad as one. 
would break down the independence of noise bursts effects and tend to 
degrade the exponent, and this is probably what is happening. 
return to this point below. 

To explain the inferior 

Both t-hese effects 

We shall . 
The simplest explanation for the failure to observe knees 

is that all our data fall in the regular part of the curve. 
this hypothesis we ran the forward-backward scheme at p=12/256 with the 
shortened codes of constraint length 24 and 15; we also ran forward 

To test 
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simulations as references. 
the previous simulations. 

All other parameters were the same as in 
The resulting distributions of computation 

ifi Figu2es 8-9; Table II the associat& 

or error. There were no overflows. 

TABLE I1 

Scheme Constraint Length - Pef 

Forward 33 8.6 (-4) 
Forward 24 1.2(-2) 

Forward-Backward 33 7.3(-4) 
Forward-Backward 24 5.5 (-3) 

Forward 15 3.6(-2) 

Forward-Backward 15 2.41-2) 

Peb - 
6.7 (-5) 
7.6(-4) 
2.1(-3) 
4.7 (-5) 
2.9 (-4) 
1.3(-3) 

Inspection of Figure 8 shows that shortening the constraint 
length does not affect the ordinary distribution of computation, except 
that in the lower regions the beginnings of a knee are observed, due to 
many long searches being prematurely terminated by the occurrence of 
undetected errors. The backwards-forwards curves, however, are negligibly 
different from one another, except that the curve for the shortest con- 
straint lengths begins to show a knee in the lower regions, which is 
explained by the previous sentence. 
flatten out toward the original exponent 6r is observable above the knee; 
the observed curves are simpler than those predicted. 

No tendency for the curves to 

We conclude that our horseback analysis methods are neither 
- far off nor totally satisfactoiy in this case. Most likely what is 
happening is that some noise burst not of the critical density, but 
peculiarly shaped for the maximum interference forward-backward decoding, . 
is dominating the computational behavior, rather than the pattern 



-C18- 

which we postulated as the dominant one. 
example, something like this: 

Such a pattern might be, for 

k .$ 
- - _.__ 

In any case the existence of the former pattern establishes an upper 
bound of 3/2 o( , and this at least is consistent with the observed 
results. 

Returning to Tables I and 11, we can comment that the proba- 
bility of undetected error seems to decrease only slightly in the 
concatenation schemes. This is consistent with the independent observa- 
tion that the correlation between size of search and probability of error 
in the search is rather weak. 
the more probability of an undetected error, but there are many more short 
searches than long, and this tendency for error probability t o  decrease is 
mild for short searches. 
that a search of L computations would result in an undetected error, with 
a code constraint length of  3 ,  would be approximately 

It is true that the longer the search, 

In Appendix A we hypothesized that the probability 

(3) 
this is the sort of  weak dependence.on L actually observed. 

Let us proceed to codsider the observed distributions more 
quantitatively. 
segment curve of the form 

All the distributions are fitted very well by a two- 
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where o( is the exponent already determined. 
to specify the curve is the constant Lo which determines the coefficient 
and the break point. 
Z4 L, LoL_ 2’ for all curves. 
are 4 backward moves, then the distribution of backward moves cb is 

Thus, all that remains 

We see that, except at p=9/256, we have approximately 
If we recall that the units of computation 

(5) 
the distribution of total moves, C+, forward and backward, in a frame 
of length 128 is 

Thus the coefficient is of the order of magnitude of one to two times 
the frame length, as has been consistently observed in sequential decod- 
ing simulations. 

In the above, we have ignored the computations wasted on the 
undecoded pair in the side-by-side and backward-forward schemes, because 
if many information streams were encoded in parallel, this waste would 
become negligible. We have also, with less justification, ignored the 
overhead involved in time-sharing a sequential decoder between many 
parallel streams, simply because this depends so much on implementation. 
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With these exceptions, the coefficients for the concatenated and uncon- 
catenated schemes are thus all of the order of a frame length, and to 
good quantitative accuracy, the distribution of computation per bit has 
a coefficient of nearly one: 

where M is the exponent multiplier. 

Comparison of Concatenated and Unconcatenated Schemes 

In this concluding section we shall try to compare concatenated 
with unconcatenated schemes. 
distribution is given by (7) for both, that any multiplier M can be 
achieved with negligible rate.loss by sufficient complication, that the 
constraint length is long enough to give a negligible probability of 
error, that the probability of overflow per bit po is given by 

We shall assume that per-bit computational 

( 8 )  

where p i s  the decoder speed advantage and B is its buffer size, and 
finally that f lw* 1 so that the average computational load is dominated 
by searches just less than PB, and given by 

(9) implies that 

t 
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taking the minimum value, we have the decoder parameters 

. 

(11) 
Note that beyond the point where the buffer size is the inverse of the 
desired overflow probability, additional size buys nothing; for ace 1 
the decoder becomes average-speed-limited. 

Assume that one wants to buy about one decibel over ordinary 
sequential decoding and thus wishes to use a n a  of about 1/2; suppose 
further that a bit overflow probability p0=10-5 is satisfactory in either 
case. 
over the unconcatenated scheme, since more bits would probably be lost per 
overflow with the former.) 

(Actually, one would want a smaller probability for the concatenated 

The alternatives are: 
5 1. NO concatenation; M=I, B = ~ O  , p =105; 

2 .  Concatenation; M=Z, )c~=1~5. 

At low bit rates, it is possible that the former is the easier solution. 
On the other hand, suppose one wants an additional decibel, so that oe 
is about 1/4; then some alternatives are: 

1. 

2 .  Some concatenation; M=Z, ~=105, p = 1 ~ 5  

3 .  Much concatenation; M=4, @3=105 

NO concatenation; M=I, ~ ~ 1 0 5 ,  y=iols 

In this case, some amount of concatenation is the only feasible approach. 

We conclude that, although the brute force alternative of 
increasing the buffer size and decoder speed to their maxima will allow 
penetration considerable below Rcomp at low bit rates, concatenation 
schemes will be necessary if extreme requirements are to be met. 

I 
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